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Executive summary

This guide is about understanding the livelihood impacts of first-generation REDD+ projects. These projects are being planned and funded by a range of actors, with the aim of implementing a range of interventions to reduce deforestation and forest degradation, to promote conservation and sustainable management of forests and to enhance forest carbon stocks. The international community is looking to these projects for insight and guidance on the design of REDD+. Clearly, there are limitations to how REDD+ can be implemented and what it can achieve at the subnational level, and thus we should not expect the experience of projects to answer all of our questions about REDD+. However, by applying rigorous research designs and mapping the causal chains of projects, we can gather valuable evidence about how REDD+ interventions affect social welfare in forest regions. This guide provides an overview of such methods.

In the core text of the guide, we focus on the basic building blocks of careful research design and causal mapping. We make the case that the best way to learn from projects is to use a mixed-methods approach that employs the most rigorous impact evaluation methods to quantify impacts and interprets those impacts in light of a theory of change. The guide include a series of technical worksheets (Annex A) and an annotated bibliography of toolkits, methods and research relevant to understanding the social welfare impacts of REDD+ projects (Annex B). The Center for International Forestry Research (CIFOR) is building the evidence base on REDD+ through the Global Comparative Study on REDD+ (GCS-REDD). This study is examining REDD+ at both national and project scales, in terms of its effectiveness at reducing carbon emissions as well as its efficiency, equity and co-benefits (the 3E+). Also included in this guide are the GCS-REDD research instruments and accompanying technical guidelines that are being used to examine the consequences of REDD+ projects for social welfare. Although the focus of the guide is on REDD+ projects, the theoretical foundations and empirical methods described have relevance to a wide variety of conservation and development interventions.

A variety of research designs can be used to establish whether observed changes in social welfare are the result of project interventions. The choice of design will depend on the project timing, human and financial resources and influence of the evaluation team (see Table 1). This guide describes these designs, drawing on the recent but rapidly growing literature on rigorous impact evaluation of conservation and sustainable development projects. We provide a glossary and worksheet (Worksheet 1) to explain the terminology used in the impact evaluation field, with the goal of making it more accessible to those working in REDD+. One key concept is the ‘counterfactual’, which is similar to the ‘business-as-usual baseline’ in REDD+. In both fields, this is a central concept: to assess a project’s causal impacts or additionality, we have to establish what would have happened without the project.

The counterfactual is not likely to be best represented by a simple comparison with conditions before the project (because other factors would have led to changes even without the project) or with areas and forest users outside the project (because the fact that they were not selected for the project suggests that they were different in terms of some key factors). In fact, such comparisons have been termed ‘counterfeit counterfactuals’. One way to avoid counterfeiting is
to build 'experimental' design into projects, phasing in or distributing interventions in a way unrelated to these other factors—typically through some form of randomisation. When this is possible, it is the best way to rule out rival explanations for observed impacts and determine if they can be attributed to the project. Another way is to employ quasi-experimental methods (labelled BACI, BA and CI in the table) which use careful sample design.

'Matching' is an important tool for quasi-experimental methods. This is the process of identifying comparison sites or forest users who are similar to those in the project in terms of key factors that affect both selection into the project and the outcomes of interest. These factors are called 'confounders', because if they are not recognised, they can confound or obscure the impacts. For example, imagine that a proponent chooses to work with villages that are relatively vulnerable to climate change (e.g. droughts or floods). Even after the project, that greater vulnerability may result in lower social welfare than in a random sample of neighbouring villages. Therefore, instead of using a random sample, we should compare them with a matched sample that is balanced in terms of initial vulnerability to climate change (before the project). These would be good 'control' observations for constructing the counterfactual.

In practical terms, it is difficult to identify and measure all of the confounding factors that influence both which areas are selected for projects and the outcomes in those areas. For this reason, the preferred quasi-experimental method is BACI, which involves collecting data both before and after the project, in matched control and intervention sites. The changes in outcomes can then be compared across these matched sites, effectively removing the influence of different starting conditions (because we consider only changes since the start of the project) and of external changes contemporaneous with the project, such as new national policies or weather anomalies (because these would affect both intervention and control sites). GCS-REDD is employing the BACI method. It requires significant resources for field research, in part because quantitative data must be collected before the project and in control sites (not just the standard data collection after the project in the intervention site). Resources should also be allocated to more qualitative data collection to

<table>
<thead>
<tr>
<th>Beginning before project starts?</th>
<th>Interest/ budget for data collection on controls?</th>
<th>Able to influence project design?</th>
<th>Research design</th>
<th>Construct counterfactuals by…</th>
<th>Matching methods apply?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Randomisation (Worksheet 3)</td>
<td>Random assignment of project and control sites</td>
<td>Maybe</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Before-After-Control-Intervention (BACI) (Worksheet 4)</td>
<td>Observational data at control sites before and after intervention</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Before-After (BA) + Projected Counterfactual (Worksheet 5)</td>
<td>Models, often based on historical trends</td>
<td>Maybe</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Matched Control-intervention (CI) (Worksheets 5 and 7)</td>
<td>Observational (and often recall) data at control sites after intervention</td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Reflexive or Retrospective (Worksheet 6)</td>
<td>Estimated 'changes due to project' based on perceptions and/or recall data</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Research design options for ex post evaluation of impacts based on empirical evidence
identify any external changes that affect only the intervention or control sites, i.e. any time-varying factors not accounted for in the sample design, and to map the causal chain (as discussed below).

Although this guide presents research designs as if forest sites or users can be neatly categorised into either ‘intervention’ or ‘control’ and either ‘before’ or ‘after’, it also recognises that reality is likely to be more complex. Many REDD+ projects are building on previous conservation initiatives, and it is important to describe these and recognise their influence on conditions ‘before’ the project. This makes it difficult to define a project’s start date. One way to address this is to recognise that many REDD+ projects are actually bundles of interventions, and to focus the evaluation on a particular component of that bundle introduced or expanded with financing tied to reductions in net carbon emissions. It may also be useful to evaluate the relative impacts of different components of that bundle (e.g. different ways to deliver incentives to forest users), rather than focusing only on the overall impact of the entire project.

‘Controls’ by definition should not be influenced by the project; that is, the fact that other forest sites become part of a REDD+ project should have no bearing on the outcomes in the control sites. However, the control sites should be similar to the project sites. Thus, the search for controls should start in the closest area to the project where there is no direct interaction with forest users in the project site. In between these two areas, there are likely to be forest users who are indirectly affected by the project interventions. If there are sufficient resources for the evaluation, these may be sampled as a third group, in order to assess spillovers or leakages from the project. At a minimum, forest users in the project site should be asked about activities—such as purchases of land or seasonal migration for work—that may affect forest users in other areas.

In this guide, we make a strong case for collecting information on the process of project implementation, using mixed qualitative and quantitative methods, and mapping a causal chain (also known as a theory of change). Quantifying the direction and magnitude of impacts on social welfare is necessary but insufficient for learning lessons from REDD+ projects. We also need to learn about the processes underlying observed outcomes and their associated costs. Developing a theory of change (and understanding the project proponent’s theory of change) can help generate important insights into the causal mechanisms underlying observed outcomes. Quantifying the administrative costs (both implementation and transaction costs) of REDD+ projects is essential for drawing lessons from their impacts. Thus, putting together the ‘what’ (i.e. the observed outcome) with the ‘why’ (i.e. what causes the observed outcome) is critical.

Mapping causal chains is an iterative process. We highlight and provide an example of the 5 steps in this process. (1) identifying demographic, socio-economic, biophysical and institutional characteristics of the REDD+ site; (2) characterising the intervention, including whether the intervention was implemented as planned; (3) developing testable hypotheses based upon theoretical and empirical literature, and knowledge of site conditions; (4) identifying qualitative and quantitative data needs for testing hypotheses; and (5) testing hypotheses and revisiting initial assumptions about the causal mechanisms that link REDD+ project implementation to quantifiable changes in social welfare. Mapping causal chains requires significant investment in understanding what has actually happened on the ground with the REDD+ intervention, as well as how intervention activities have influenced various welfare indicators for forest users ranging from small-scale actors to large landholders. We also provide guidance on understanding impact heterogeneity amongst forest users in the REDD+ site. Having a clear understanding of the causal chain helps explain why some forest users experience social welfare gains as a result of the REDD+ project and others experience losses.

REDD+ stakeholders have several practical issues to consider when planning impact evaluation. These include complying with principles for ethical research: including local communities in the design and collection of data; providing information to communities and individuals about the purpose of the research and the potential
benefits of the research; and reporting findings to local stakeholders. Other considerations include budgeting and development of human resource capacity to evaluate impacts and causal mechanisms. We emphasise that evaluation of social impacts should be included in a project’s design and implementation plans before the project starts. This allows for the most flexible approach to evaluation, and also increases the likelihood of resources being invested in impact evaluation. The costs of estimating social impacts are justified given that the livelihood impacts of REDD+ are likely to be a major determinant of its political and social viability and the permanence of its contributions to climate change mitigation.

REDD+ projects operate at a variety of scales, in extremely diverse settings, and employ a range of interventions. No single method will be appropriate for evaluating all of the approximately 150 REDD+ projects that have been proposed or planned. Whilst variation presents methodological challenges, it also presents a learning opportunity. If we invest time and resources in evaluating a representative sample of REDD+ projects using state-of-the-art methods, rigorous research designs and mixed methods to understand causal chains, and then share findings amongst projects and regions, the lessons learned can help shape the future of REDD+ policy.

Women of Galinggang Village in Central Kalimantan take part in a group interview for the Global Comparative Study on REDD+. © Yayan Andriatmoko/CIFOR
Preface

This guide is designed for stakeholders involved in REDD+ projects who want to learn about which interventions and conditions lead to desirable outcomes, in order to ensure that their projects contribute to the improved design of the global REDD+ system(s). Specifically, this guide is for those who want to understand the implications of REDD+ for livelihoods in tropical forest regions by examining the causal effects of REDD+ projects on social welfare. The information contained in this guide should be of interest to multilateral and bilateral agencies and other donors that are funding REDD+ projects as demonstrations and pilots. For these projects to serve their purpose, rigorous impact evaluation should be planned, embedded in project design and fully funded. Our audience also includes national and regional governments funding and piloting REDD+ programmes, project proponents and non-governmental and civil society organisations tracking the impacts of projects, as well as the global research community.

The Center for International Forestry Research (CIFOR), as part of that global community, is employing the rigorous methods described in this guide to learn from a sample of REDD+ projects across Africa, Asia and Latin America. CIFOR’s Global Comparative Study on REDD+ (GCS-REDD) involves research at 20 REDD+ project sites, looking at the extent to which REDD+ projects fulfil the 3E+ criteria (effectiveness, efficiency, equity and co-benefits). The research project encompasses the socio-economic and biophysical dimensions of REDD+ implementation.

With this guide, we encourage other organisations to support, implement and cooperate with similar research to build a global evidence base on REDD+.

We anticipate that a future version of this guide will report on the best practices for evaluation as developed and tested through CIFOR’s GCS-REDD and other ongoing efforts to quantify the causal impacts of projects. We welcome feedback on this guide from stakeholders engaged in such efforts, whether as implementers, funders or researchers.

We focus on research designs for rigorous, empirical, ex post impact evaluation. The learning generated from such evaluations is a global public good. This knowledge is being obtained so current and future REDD+ projects can be improved, and so the experience of projects can inform the scaling-up of REDD+ at subnational and national levels. Although CIFOR’s GCS-REDD will measure both the socio-economic and biophysical outcomes of REDD+ implementation, in this guide we focus only on social welfare outcomes, for 2 reasons. First, we believe this is an area where there is limited evidence to inform the public debate, especially in comparison with the much larger research effort on carbon. Second, our methods for measuring biophysical outcomes at GCS-REDD project sites are still under development, so it is too early to give them in-depth attention in this guide.

We leave to other guides the important issue of evaluating impacts on biodiversity and local ecosystem services, perhaps as integrated components of carbon monitoring, reporting and verification systems. There are clearly synergies between evaluating carbon and livelihood outcomes (because both are mediated by decisions and behaviour regarding forest use), but impacts on livelihoods are typically not considered in the same framework or with the same level of rigour as for land use and carbon.
Whilst we do not dispute the fundamental importance of understanding the carbon outcomes of projects that are designed and funded to mitigate climate change, we believe that the political and social viability of REDD+ rests on better understanding and managing the trade-offs and/or synergies between reducing emissions and improving social welfare. This is corroborated by the popularity of the Climate, Community and Biodiversity (CCB) Project Design Standards and by the interest in the new REDD+ Social & Environmental Standards facilitated by the Climate, Community and Biodiversity Alliance (CCBA) and CARE.

We believe that REDD+ projects and programmes should also be recognised for their contributions to learning about social impacts, e.g. for building in experimental or quasi-experimental evaluation design and funding data collection that meets the highest standards of evidence for causality. In addition to evaluating social welfare outcomes, we provide guidance on mapping the causal pathway from REDD+ intervention to outcomes. By both quantifying the impact and examining the reasons for that impact, evaluators can expand our relatively limited understanding of what factors favour positive social outcomes for conservation and development initiatives, including REDD+.

This in turn should inform and complement parallel work on methods for validating and verifying that those projects meet the standards of the voluntary markets and any future compliance markets.

In sum, this guide is most relevant to REDD+ stakeholders who are:

- committed to using rigorous research design and methods for understanding the social welfare outcomes of REDD+ projects;
- willing to evaluate ex post the causal impacts of REDD+ projects relative to what would have happened without those projects (which may be different to what was projected as the crediting baselines for those projects);
- interested in comparing and testing the convergent validity of different approaches to assessing social impacts (e.g. methods typically used for verification under voluntary carbon market standards such as the CCBA);
- attuned to the importance of understanding whether and where there are trade-offs or synergies between improving local social welfare and reducing global carbon emissions; and
- ready to allocate resources to contribute to global learning about REDD+ project implementation.
1.1 Why do we need to learn from REDD+ projects?

Since the Bali Conference of the Parties (COP 13) in December 2007, approximately 150 projects have been planned to reduce emissions from deforestation and degradation and to promote the conservation, sustainable management of forests and enhancement of forest carbon stocks in developing countries; these are commonly known as ‘REDD+ projects’ (see Box 1). Additional funding and support for REDD+, including these projects, was one of the few concrete outcomes of COP 15 in Copenhagen in 2009 (Climate Funds Update 2010; Coria et al. 2010).

One reason is REDD+’s reputation as a relatively quick, easy and low-cost way to slow down climate change, as reflected in the oft-repeated aphorism that ‘we know how NOT to cut down trees’. REDD+ also attracts support because of its perceived potential to multiply funding for conservation of biodiverse tropical forests and generate a new income stream for poor rural populations in tropical forest regions.

At the same time, REDD+ (at both project and national scales) remains highly controversial, with fears that it will provide a loophole resulting in fewer net global reductions in emissions, that it will exacerbate existing inequalities and undermine the already tenuous rights of poor forest-dependent populations and that it will draw funding away from biodiversity (Sunderlin et al. 2009; Springate-Baginski and Wollenberg 2010).

REDD+ projects can provide evidence to inform this debate. They present a unique opportunity for us to learn how alternative interventions affect not only forests but also the people who live in, manage and depend on those forests. REDD+ projects are in many ways similar to past forest conservation initiatives (Blom et al. 2010), but they also offer new opportunities and challenges, not least of which is their performance-based orientation (Box 2). Project proponents expect and are planning for rigorous monitoring and evaluation of changes in land use and carbon emissions that will have real consequences for their funding. However, these projects will also have real consequences for local people, and there is both a clear need and an opportunity for rigorous evaluation of causal impacts on livelihoods. There is now a narrow, but critical, window of opportunity to lay the groundwork for this type of evaluation, through

---

1 We have identified proposals or plans for approximately 300 forest carbon projects. About half of those appear to be focused exclusively on afforestation/reforestation. Many of the remaining 150 that could become REDD+ projects are at the very early stages of planning. However, there are dozens moving forward with implementation, especially in Brazil, Peru, and Indonesia (Sills et al. 2009; Wertz-Kanounnikoff and Kongphan-apirak 2009).

2 Projects are just one source of evidence and way to learn about REDD+. As discussed in Angelsen et al. (2008) and Angelsen et al. (2009) there are limitations on what we can learn from projects; for example, they do not provide evidence on the impact of national policy change. Further, the measurement and leakage problems inherent in the project-level approach (Richards and Anderson 2001) may pose problems for accurately identifying forest and welfare spillovers in project impact evaluations and thus for learning lessons that can be extrapolated to national programmes covering a larger spatial scale. As described in Box 4, CIFOR’s Global Comparative Study on REDD+ includes components that focus on national policy processes and strategies, and modelling and monitoring national reference levels, in addition to examining the experiences of REDD+ projects.
Box 1. Global REDD+ project distribution

Since COP 13 of the UNFCCC, there has been renewed interest in projects that seek to reduce emissions from deforestation and forest degradation (REDD). These build on earlier experiences with ‘avoided deforestation’ projects (Caplow et al. in press). They include bilateral initiatives designed to build capacity and reform national policy in host countries. They also include efforts to produce real, additional, verifiable carbon credits for sale in the voluntary market. Some build on afforestation/reforestation (AR) carbon sequestration projects originally developed for the Clean Development Mechanism (CDM) and voluntary offset markets, and in practice there is no clear-cut distinction between REDD+ projects (which include management and restoration) and AR projects. The specific interventions vary from direct payments to individual forest owners and users (more common in Latin America) to pre-empting planned large-scale logging or conversion to plantations (more common in Indonesia) to community forest management (common in African projects). Many REDD+ projects continue previous conservation efforts in specific locations. However, there are also projects that aim to improve spatial planning and enforcement across large landscapes, often in collaboration with local governments. All of these different shades of REDD+ projects can offer valuable lessons for harnessing forests to mitigate climate change.

In this guide, we use the term ‘REDD+ project’ to refer to any initiative that aims to directly reduce net carbon emissions in a quantifiable way from a defined forest area or subnational landscape. As pointed out by Sills et al. (2009) and Cerbu et al. (2009), such projects are distributed widely but unevenly across forested developing regions (see Figure 1). Brazil and Indonesia in particular have large numbers of projects, consistent with their large stocks of forest carbon. In Africa, on the other hand, the Democratic Republic of the Congo has relatively few projects compared with its stock of forest carbon, and Tanzania has a rapidly growing number of projects, many funded by the government of Norway (Norway 2010). Across all regions, proponents are seeking certification for their projects, under carbon standards—such as the Voluntary Carbon Standard—and the Climate, Community and Biodiversity (CCB) Project Design Standards, which require that projects demonstrate co-benefits for biodiversity and local communities. The popularity and market premium for CCB certification (Ecosecurities 2010) confirms the importance of understanding welfare outcomes of REDD+ projects.

Figure 1. Global distribution of forest carbon projects
A guide to learning about livelihood impacts of REDD+ projects

experimental design, detailed documentation of site selection and other implementation choices, and collection of baseline data from carefully selected samples of participants and non-participants. Careful research design applied to multiple projects pursuing a range of strategies under a range of conditions will allow us to assess what works and what doesn’t, to provide advice on the development of new REDD+ projects and to help plan for scaling-up or nesting REDD+ projects into regional and national systems.

REDD+ projects strongly resemble many other types of conservation and development projects that seek to influence or restrict the behaviour of small- or large-scale forest resource users with the aim of improving environmental conditions. In the case of REDD+, the explicit objective is to reduce deforestation and forest degradation, or promote forest restoration, rehabilitation and conservation, in a way that reduces net carbon emissions. The plan for accomplishing this—or the project’s ‘map of the causal chain’—very often requires changes in the way local people make their living, for example because of reduced employment in sawmills or adoption of new agricultural practices that do not use fire to clear new cropland. (See Annex B.4 for a selected list of literature on drivers of deforestation and degradation.) In many REDD+ projects, these changes are intended to have net positive effects for ‘development’ or local livelihoods. In addition, many project proponents would like to quantify and receive credit for their contributions to the welfare of local forest users, for example via certification under standards developed by organisations such as Climate, Community and Biodiversity Alliance (CCBA) or Plan Vivo (Box 3). The challenge for the REDD+ community is the same as the challenge for the broader conservation and development community: how do you determine which changes in the environment (carbon) and well-being are a direct result of your intervention? That is, when can your project take the credit (or the blame)?

A common framework for assessing REDD+ is referred to as 3E+: effectiveness, efficiency and equity plus co-benefits (Angelsen 2009). Perhaps the greatest effort has been put into developing methodologies for measuring the first ‘E’, or impacts on net carbon emissions; see Annex B.5 for a list of references and resources on carbon monitoring, reporting and verification (MRV). There are also efforts to build on carbon MRV to generate the information required to assess impacts on other ecosystem services and biodiversity (e.g. Teobaldelli et al. 2010). This guide explores methods for measuring the impact of REDD+ projects on the other 2 Es, specifically the impacts (costs and benefits) on local people that can be attributed to projects. Our emphasis is on rigorous impact evaluation methods and research designs that provide empirical evidence on the counterfactual—that is, an ex post picture of what would have happened to social welfare in the absence of the REDD+ intervention.

Box 2. Why we can learn from REDD+ projects

Reasons REDD+ projects present a unique opportunity for learning include:
• global distribution and relatively coordinated timing of projects
• significant allocation of financial resources for development, implementation, monitoring and evaluation
• explicit mandate for learning set by international negotiators
• emphasis on ‘conditionality’ and ‘additionality’, which are consistent with and supportive of the impact evaluation framework
• implementation of projects focused in geographically defined areas, which enables comparison with other areas (more difficult with national policies)
• likelihood that many open questions about potential trade-offs and synergies between carbon and livelihood impacts will be manifested at the project scale
• ability to draw on recent rapid advances in methods for causal impact evaluation, mostly developed and applied in other policy fields but transferrable to conservation projects and programmes such as REDD+
Pamela Jagger, Erin O. Sills, Kathleen Lawlor and William D. Sunderlin

Box 3. Standards and certification systems for REDD+ projects

The voluntary carbon offset market is currently the only sales outlet for carbon credits generated by REDD+ projects. This ‘market’ actually includes a wide range of exchanges, brokers and buyers making direct purchases. Hamilton et al. (2010) record 2846 ktCO2e in REDD+ credits traded in 2009, up sharply from 730 ktCO2e in 2008, although still a small part of the market. Buyers are often motivated by corporate social responsibility and/or a desire to position themselves for expected future compliance markets. In either case, they seek guarantees that the credits they purchase actually reduce net carbon emissions, and do so without negative impacts on biodiversity and local livelihoods. More than a dozen standards and certification systems have been developed to provide these assurances. Only some of these certify REDD+ projects (CORE 2010) and address persistent questions about additionality, leakage and permanence of REDD+, as well as looking at impacts on local people and the environment.

The leading standard is the Voluntary Carbon Standard (VCS), which was used by more than a third of all credits traded in the voluntary market in 2009 (Hamilton et al. 2010, VCS 2010). The VCS focuses on the integrity of emissions reductions, including an independent risk analysis and required contributions to a pooled buffer. It has partnered with 3 registries to track its verified VCU (Voluntary Carbon Units). Many REDD+ projects intend to certify their credits to the VCS (Ecosecurities 2010), but this requires first developing and obtaining ‘double approval’ of methodologies for establishing baselines, adjusting for leakages and monitoring, reporting and verification of land activities and emissions. The approval of methodologies has proven to be a significant bottleneck. As of August 2010, only one methodology—for avoided planned deforestation—had been approved, although several others for unplanned deforestation and degradation on frontiers and in mosaics were under review. Likewise, the American Carbon Registry (ACR) has proposed a REDD+ methodology, which was open for public review and comment as of August 2010 (ACR 2010).

The other leading standards for REDD+ projects were developed by the Climate, Community and Biodiversity Alliance (CCBA 2010). The CCBA maintains a registry of projects that have been certified to its standards, but does not issue verified emissions credits. CCBA also does not approve specific methodologies but has contributed to a new manual that provides guidance on low-cost methods for assessing the social benefits of forest carbon projects (Richards and Panfil 2010). The CCB standards were originally designed to help differentiate high-quality projects that respect the rights of and generate benefits for local people, as well as conserving biodiversity. However, CCB certification has become essential for both market access and credibility; for example, many REDD+ project proponents—regardless of whether they plan to sell credits—aim to meet CCB standards (Madeira et al. 2010). A recent market survey found that many buyers were willing to pay a price premium for projects with both VCS and CCB certification (Ecosecurities 2010).

The CCBA is also working with CARE to develop and pilot the REDD+ Social & Environmental Standards for governmental REDD+ programmes to demonstrate their social and environmental ‘co-benefits’.

There are several other standards designed to be ‘stacked’ on carbon accounting standards, such as Social Carbon, although these have much more limited coverage. Finally, there are also standards that seek to cover both carbon accounting and social benefits, such as Plan Vivo.

The Center for International Forestry Research (CIFOR) has launched a Global Comparative Study on REDD+ (GCS-REDD) that takes up the challenge of rigorous evaluation of REDD+ projects (see Box 4). This guide explains the research design and provides the research tools used by ‘Component 2’ of the GCS-REDD to quantify project impacts on social welfare. One goal of this guide is to encourage and facilitate wider adoption of the GCS-REDD approach to help build the global evidence base on REDD+. However, this guide also presents a variety of other research designs that demand different levels of data collection and statistical analysis. We discuss the reasoning behind and the
Box 4. CIFOR’s Global Comparative Study on REDD+

Updated information on this comparative study is available at www.forestsclimatechange.org.

Realising REDD+ requires new knowledge and expertise:
- Given the urgency of climate change and the need for expedited information, CIFOR will analyse REDD+ policies and practices and subsequently propagate the information to a global audience.
- CIFOR intends to create effective and efficient tools in order to reduce forest emissions and produce co-benefits such as poverty alleviation and biodiversity conservation.
- The goal is to influence the design of REDD+ projects on the following 3 levels:
  - Local: site and landscape projects, with community-based monitoring systems.
  - National: development of policies, including scenarios for national reference levels.
  - Global: REDD+ architecture in the post-2012 climate protection agreement.

CIFOR works with an extensive network of partners including: project proponents, policymakers and negotiators, all of whom would benefit from guidance and reflection on their own activities, as well as from other projects conducted around the world.
- Throughout this 4-year initiative, CIFOR will provide information for designing REDD+ projects in the pre-2012 period and implementing them in the post-2012 period.
- The work is divided into 4 interrelated components and will be conducted in 9 countries in Latin America, Asia and Africa. Annual conferences and workshops will be held to share ideas and lessons learned. Publications will be produced to support REDD+ implementation.

Component 1: National REDD+ processes and policies
- Assessment of first-generation processes using rigorously designed strategies, such as analysis of media discourse, policy network surveys and scoring of strategy content, to guarantee high-quality results
- Analysis of how national processes that formulate REDD policies reflect different interests at all levels
- Ensure resulting outcomes follow the 3Es+ principle

Component 2: REDD+ project sites
- Collection of data before and after implementation of study interventions at 20 REDD+ project sites, including directly affected villages and control villages
- Creation of an online global REDD database from extensive data collection
- Production of a practitioner’s manual on how to learn from REDD after the first study year to improve performance in attaining 3E+ outcomes

Component 3: Monitoring and reference levels
- Improvement of methods for establishing reference emission levels to help countries determine likely future ranges of emissions
- Improvement of the availability of emissions factors for implementing IPCC methods to account for national greenhouse gases
- Development of appropriate community-based measurement methods

Component 4: Knowledge sharing
- Preparation of knowledge-sharing strategy
- Development of an online learning community through creation of an interactive website
- Sharing of information at major events and conferences
- Creative use of media to engage journalists from diverse outlets
data requirements of each research design, as well as budgetary, human capacity and ethical issues.

Rigorous impact evaluation\(^3\) quantifies the direction and magnitude of a REDD+ project’s causal effect. That is, impact evaluation tells us not only ‘what’ happens as the result of a project, but also ‘why’ we observe those outcomes. Qualitative methods, including observations and in-depth conversations in the field, are important for selecting outcome measures and interpreting estimated effects. Quantifying the administrative costs (both implementation and transaction costs) of projects is essential for drawing lessons from their impacts. In this Guide, we present a ‘mixed-methods’ approach to developing and testing a ‘map of the causal chain’ for social welfare impacts of REDD+ projects.

1.2 Why impact evaluation of social welfare outcomes?

The Bali Action Plan requires REDD+ projects to measure changes in net carbon emissions that result from project activities. This has forced the scientific community and project developers to grapple with the concept of counterfactual scenarios for projects (typically called ‘reference levels’ or ‘baselines’ in the REDD+ world, as explained in Worksheet 1). Establishing what would have happened to carbon emissions in the absence of a project is key to determining whether that project provided any additional reductions in carbon emissions. The incentive-based mechanisms that underpin REDD+ mean this type of approach is necessary to understand carbon impacts.

This guide is based on the premise that we need to place impacts on carbon emissions in context by equally rigorous estimation of impacts in other domains—including impacts on the well-being of people who live and work in the project area. Evaluating these local welfare impacts is critical for understanding the broader social implications and long-term political feasibility of REDD+. More immediately, project proponents, donors and certifying organisations such as the CCBA and Voluntary Carbon Standard (VCS) need to know the outcomes of their projects and what trade-offs between conservation and livelihoods are associated with those outcomes. We argue that the success or failure of REDD+, at any scale, depends on the possibility of designing interventions that at the very least do no harm to local populations, and in the best case scenario lead to favourable joint outcomes of reduced net carbon emissions and improved rural livelihoods.

In this guide, we define ‘social welfare’ broadly to include a wide range of factors that influence human well-being. The GCS-REDD method focuses on household income (both in kind and cash), its composition (e.g. the extent to which it is derived from agriculture, forestry or other sources) and how and why it changes. To understand why impacts are or are not observed, the GCS-REDD pays careful attention to voice and empowerment (e.g. to extent to which local populations are involved in the process of permitting, conceptualising and implementing REDD+), knowledge (inasmuch as knowledge plays an important role in voice and empowerment), gender (recognising that income, employment opportunities, livelihood opportunities, property rights, voice and knowledge are strongly conditioned by gender in most cultures) and tenure (as property rights over land and resources have an important role in guiding the outcomes of REDD+ interventions).

The ideal research designs for quantifying project impacts on social welfare and ruling out alternatives—or rival explanations—involves collecting data before and after, from inside and outside the project. This imposes additional costs beyond the current requirements of voluntary carbon market standards. For the GCS-REDD, these costs will be amply repaid by what we learn about REDD+ in general and REDD+ projects in

---

\(^3\) In this guide, we use the term ‘evaluation’ broadly, but the term ‘impact evaluation’ refers to a specific set of research designs and methods for assessing and understanding outcomes of policies, programmes and projects. Impact evaluation—also called programme evaluation—is concerned with quantifying effects and examining the extent to which the measured effects can be attributed to the programme and not to other causes (Khandker et al. 2010). See Worksheet 1 for a detailed review of terms used in impact evaluation and REDD+. 
particular. Rigorous impact evaluation will provide real evidence to help resolve controversies over the livelihood implications of REDD+. When applied to a range of interventions under a range of conditions, and in conjunction with mixed methods to understand why certain impacts are observed, impact evaluation will help improve current projects and identify best practices for future projects. Finally, impact evaluation can help validate and improve *ex ante* methods of projecting outcomes in project areas under intervention and baseline conditions, as well as providing more accurate inputs to models of the very long-term impacts of REDD+.

1.3 Which projects should be evaluated?

Rigorous impact evaluation, especially using the preferred research designs, is expensive in terms of the effort required to design the research, the budget required for data collection and the statistical skills required for data analysis. Clearly, not all REDD+ projects can or should be evaluated using these methods to assess their causal impacts on social welfare. This raises the questions of who should invest in such evaluations and which projects should be evaluated.

Some proponents may be interested in employing these methods for the sake of monitoring and managing their portfolio of projects or regional programmes (e.g. subnational government initiatives designed to satisfy the criteria laid out in the REDD+ Social & Environmental Standards). Concrete evidence on causal effects will help proponents avoid being blamed for or facing expectations for results that are not actually due to their projects. This will allow them to focus instead on the results (good or bad) that are actually under their control in the sense of being caused by REDD+ interventions. Rigorous impact evaluation, using methods that ensure high internal validity, provides a solid basis for reporting on and improving REDD+ projects and programmes.

The potential gains for learning from individual projects to help plan future REDD+ systems are even greater. Most obviously, rigorous evaluation of early projects should help identify the best interventions to scale up and avoid investing further resources in interventions that do not work (or that have negative consequences for social welfare). By providing a credible evidence base, rigorous evaluation of early pilot and demonstration projects can help manage expectations and guide adjustments, perhaps keeping REDD+ from falling into the ‘hype cycle’ typical of development and conservation fads that cannot meet unrealistic expectations (cf. Skutsch and McCall 2010). Thus, rigorous impact evaluation of REDD+ projects should fall within the mandate of a wide range of bilateral, multilateral and international organisations whose mission includes developing effective strategies for climate change mitigation.

To meet this broader goal, evaluations of REDD+ projects must also have external validity, generating lessons that can in fact be generalised. This suggests that priority should be given to evaluating projects that are testing interventions likely to be scaled up in areas that are representative of the broader landscape and with groups that are representative of larger populations. Further, evaluations of projects whose proponents are willing to share information on implementation costs will prove most useful for assessing trade-offs and complementarities across the 3E+ outcomes. Finally, proponents who are willing to incorporate experimental design, phasing in implementation or testing different options in subsamples selected in a way unrelated to their other characteristics, can potentially provide both high internal and high external validity. This will be the case if the interventions or implementation options tested are of general interest and if the ‘experiments’ can be repeated across projects.

Donors and funding programmes supporting large numbers of REDD+ projects could potentially greatly magnify their contribution to learning by identifying key questions about the types of interventions and conditions conducive to positive outcomes for well-being, and then providing sufficient funding (and a mandate) for the data collection required for rigorous and consistent evaluation of these interventions under different conditions (cf. Baker et al. 2010). CIFOR’s GCS-REDD (Box 4) is an example of this type of evaluation
programme, applying consistent and rigorous methods across a range of projects in order to obtain results with high internal and external validity. Project proponents across Africa, Asia and Latin America have agreed to cooperate with the GCS-REDD in order to contribute to global knowledge about REDD+.

1.4 Learning from the past

The literature on evaluating natural resource management and conservation policy reforms provides important lessons for assessing REDD+ projects. The first lesson is that rigorous impact evaluation methods, which quantify what the change would have been in the absence of the intervention, have rarely been applied to conservation investments (Ferraro and Pattanayak 2006, Schreckenberg et al. 2010). For example, most published evaluations of payments for ecosystem services (PES) are qualitative case studies drawing on records of government and non-governmental organisations, reviews of grey literature, key informant interviews and rapid field appraisals (Pattanayak et al. 2010). This also holds true for early avoided deforestation projects (Caplow et al. in press).

The number of efforts to apply rigorous impact evaluation methods to conservation interventions is increasing. For example, the Global Environmental Facility has funded a project employing experimental design to evaluate the impact of PES in Uganda (GEF 2010), and the Wildlife Conservation Society has gathered extensive data on initial conditions in communities at various distances from new protected areas in Gabon (Wilkie et al. 2006). However, most rigorous impact evaluation of conservation interventions is based on ex post data collection. The key is that data are collected on both ‘treated’ and ‘control’ units, e.g. households or watersheds inside and outside a REDD+ project boundary. If the sample is large enough and there is sufficient variation in the data, this can support various types of statistical analyses.

Traditionally, the most common method is to regress outcomes on an indicator for whether the unit is ‘treated’ by the project and any potentially confounding factors (e.g. to estimate a regression model of household income as a function of household characteristics and an indicator of whether the household falls inside or outside the REDD+ project). However, this standard approach has been criticised for potentially strong reliance on distributional assumptions and extrapolation across very different treated and non-treated units. ‘Matching’ methods, developed to address these issues, are increasingly being applied to evaluate the outcomes of policies related to natural resources and conservation. Most recently, researchers have applied combinations of matching and regression to obtain ‘doubly robust’ estimates of impacts.

A range of interventions and outcomes have been examined in recent impact evaluation literature. These include the causal impact of individual, transferable quotas on the collapse of fisheries worldwide (Costello et al. 2008); moratoria on development in the USA (Bento et al. 2007); protected areas on forest cover in Costa Rica (Andam et al. 2008), Sumatra (Gaveau et al. 2009a) and globally (Nelson and Chomitz 2009); PES on forest cover in Costa Rica (Arriagada 2008, Pfaff et al. 2008); decentralised management on forest cover in India (Somanathan et al. 2009); devolution of forest management on household income from forests in Malawi (Jumbe and Angelsen 2006) and Uganda (Jagger 2008); integrated conservation and development projects on household livelihoods (Weber et al. in press); and protected areas on poverty reduction (Bandyopadhyay and Tembo 2009, Andam et al. 2010, Sims 2010).

Regardless of the exact statistical method and topic, all impact evaluations could benefit from data on conditions before the intervention took place, whether recalled by households, reconstructed from remote sensing or secondary data or (preferably) recorded through pre-project surveys. Previous studies have often faced difficulty ruling out alternative explanations for observed impacts because of lack of data from before the intervention. With ‘before’ data, changes in outcomes can be compared across matched samples of treated and control units, and those treated and control units can be matched based on their characteristics before they were affected.
by the intervention—thus emphasising the factors that were observed in the field to influence the selection of sites and recruitment of participants into the project.

1.5 How we proceed

The remainder of the guide is structured as follows. In the following section we discuss the central role of counterfactual thinking in evaluating REDD+ projects, and we present several research designs for *ex post* evaluation of the social welfare impacts of projects. We examine the conditions and factors shaping the choice of research design, and some of the technical aspects associated with implementing the designs. In Section 3, we make a case for developing causal models and theories of change about why the REDD+ intervention is expected to affect the well-being of forest users and other major stakeholders. We emphasize the use of mixed methods to develop causal models, understand the process of REDD+ project implementation, and interpret the findings of rigorous impact evaluations. In Section 4, we provide guidance on practical considerations for designing rigorous evaluations of REDD+ projects, including budgets, evaluation capacity and ethical considerations. Supporting all of this is a series of worksheets (Annex A), which explain terminology, discuss selection and measurement of variables, provide more technical detail on the research methods and explain options for distributional analysis. This guide focuses on research design for impact evaluation in large part because other key issues in evaluation (such as development and measurement of indicators) are well described in other resources, which we list in Annex B. Throughout the guide we draw on methods and examples from CIFOR’s GCS-REDD (Box 4) as an example of the implementation of one of the most robust research designs presented in this guide: Before–After/Control–Intervention (BACI). Annex C includes the full technical guidelines and questionnaires employed for data collection on REDD+ project sites across Africa, Asia and Latin America.
The debate over REDD+ is fed in part by the different places, assumptions, scales and methods employed to examine its carbon, biodiversity and livelihood implications. In particular, the different points of view are often based on very different assumptions about the alternative to REDD+: what would the world, or a particular region, look like without REDD+? This lack of consistency—and sometimes lack of explicit consideration—of the counterfactual scenario fuels the debate and provides little basis for systematically assessing the dimensions and conditions under which there are trade-offs or complementarities. Whilst it is probably not possible or even desirable to harmonise methods across these domains, we argue that there should be common principles for evaluating the first generation of REDD+ pilots. One of these principles is that any evaluation should develop and specify its counterfactual. In this section, we consider the different approaches to counterfactual thinking in carbon MRV and impact evaluation. Worksheet 1 compares the different terminology used in these 2 fields.

The importance of monitoring and evaluation (M&E) is universally recognised amongst conservation, development and indeed REDD+ project proponents. M&E includes identification of desired outcomes or goals (e.g. increased household wealth and preserved biodiversity) (Worksheet 2) and conceptual models that describe the causal links between the project and desired outcomes (Worksheet 8). In REDD+, methodologies for carbon accounting (or MRV) have been the subject of intense focus—and rightly so, because if that accounting is wrong, then the fundamental goal of reducing global greenhouse gas emissions is undermined. As is common in M&E, much of the effort focuses on defining and measuring the outcomes, including emissions per hectare under different land uses, and changes in the areas under those land uses (e.g. Global Observation for Forest and Land Cover Dynamics (GOFC/GOLD) 2009).

There is also a substantial literature and many competing proposals (Parker et al. 2009) and models (e.g. Hertel et al. 2009) on defining counterfactual land use scenarios for purposes of crediting (i.e. the baseline) in an international REDD+ system. There is a smaller published literature (e.g. Brown et al. 2007)—but a burgeoning number of methodologies and other practical guidance—on estimating the land use counterfactual in projects seeking to generate carbon credits. (See Annex B.5) These methodologies concentrate on how to establish a credible ex ante counterfactual (baseline) and a credible ex ante claim that the project will result in different outcomes (additionality, as shown by uncompetitive financial returns, institutional barriers and lack of previous adoption). Ex post evaluation of outcomes in the project area is part of monitoring and verification. However, most methodologies—including afforestation/reforestation methodologies under the Clean Development Mechanism (CDM) and proposed REDD+ methodologies under the VCS and American Carbon Registry (ACR)—do not require ongoing monitoring and verification in control or reference areas outside the project.
These methodologies generally do require that baselines (or counterfactuals) be periodically reassessed and updated. In this reassessment, information on the actual emissions from reference areas becomes relevant for developing a new ex ante counterfactual. Under CCBA, there are also requirements to assess ex ante the livelihood and biodiversity impacts of a project compared with the counterfactual, and then periodically verify these estimates. The type of ex post, quantitative, empirical evaluation that we advocate in this guide is most similar to project verification that includes reassessing (or revisiting) the baseline.

One key difference between the methods discussed in this guide and carbon MRV is that project proponents typically focus on developing ex ante baseline scenarios that define the credits that can be expected if projected outcomes are realised in the project area, whereas the methods discussed in this guide are focused on examining what actually would have happened in the counterfactual using ex post information. Another difference between carbon accounting and evaluating impacts on livelihoods is the relative difficulty of measuring outcomes. On the carbon side, it is usually possible to reconstruct a historical series of land cover data using remote sensing. This is typically the basis for both ex ante projections of the carbon baseline and ex post assessment of carbon emissions in the project area. By contrast, secondary data on socio-economic conditions are usually much more limited, meaning that project proponents or researchers must gather primary data themselves, starting before the project. As discussed in Worksheet 6, asking respondents to recall prior conditions is another possibility, although it has significant limitations.

Project carbon accounting and the design-based research on social impacts proposed here have some key similarities. For example, both (1) require a credible estimate of the counterfactual (called the ‘baseline’ or ‘reference level’ in the carbon literature); (2) are concerned with accurate measures of relevant outcomes (land use change and emissions versus income, consumption or wealth); (3) seek to establish attribution of outcomes to the project (called ‘additionality tests’ in voluntary carbon market standards, and ‘treatment effects’ in impact evaluation); and (4) are concerned with spillovers or leakages (e.g. defining and monitoring a leakage belt under voluntary carbon market standards, and verifying the ‘SUTVA’ or stable unit treatment value assumption in impact evaluations).

In practice, if a project results in more carbon retained (additionality), then it is likely to have changed people’s behaviour and welfare. This in turn is likely to have created leakages, because people always react, seeking to maximise utility in the face of constraints. If the additionality in the project area was obtained at a welfare cost (e.g. through reduced production), then there are likely to be leakages to other areas that result in welfare gains (e.g. through increased production). This is consistent with the typical concern that leakages will result in more carbon emissions (i.e. that they are a negative in terms of carbon accounting). Thus, the real story about the socio-economic impacts of REDD+ may be more about distribution than about total net impacts on welfare. This issue is addressed in Worksheet 9 on distributional impacts, and later in this section when we define which forest areas and users are ‘treated’ and which are ‘controls’. Although project impacts can extend to much larger areas, it remains important to consider the ‘local’ socio-economic impacts, for a number of reasons, including the local right or claim on forest resources, the importance of local actors in directly determining the fate of the forest (and therefore the permanence of the carbon credit) and the fact that in many places, these local actors are relatively disadvantaged (relatively poor) and therefore merit special focus.

2.1 Selecting a research design: Basic assumptions

In this guide, we describe a range of impact evaluation methods for REDD+ projects that are subnational activities—that is, projects that are implemented in a defined geographical area and/or with a defined subset of ‘forest users’, including households and possibly businesses that own, manage and use forest resources. These same methods can also be used to estimate the impact of participation in national programmes (e.g. PES in Costa Rica and Mexico), as long as there is variation in coverage (e.g. not all eligible forest users participate).
With these types of projects and programmes, the overall impact is a function both of the proportion of the population covered (e.g. what regions are selected, or which forest users participate) and of the causal effect of the intervention on that population. The methods described in this guide are primarily concerned with estimating the causal effect on the covered population. In impact evaluation, this is typically called the effect of ‘treatment’. As discussed in later in this section ‘treatment’ can be defined in various ways, from a forest owner voluntarily entering into a contract for PES to forest-dependent communities around a concession being affected by changes in its management.

The impact evaluation methods described in this guide are based on statistical analysis of empirical evidence, i.e. observations (whether from surveys, remote sensing or secondary data) of outcomes in the real world. These methods apply under the following conditions regarding treatment.

1. There must be both ‘treated’ and ‘untreated’ forest regions and/or users. As a corollary, it must be possible to imagine that any treated region or forest user could have been untreated. For example, these methods would not apply to a national policy that affects everyone in a country or that affects everyone in a certain category, such as a law that applies to all indigenous groups.

2. There must be numerous participants, so that it makes sense to estimate the average effect of treatment (the average effect on either the treated or the entire population). For example, these methods would not be appropriate for estimating impacts on one large logging company in a country where only a few such companies are operating.

When multiple forest users are potentially affected by a project but not all of them are actually ‘treated’, then the methods described in this guide can be employed to evaluate the following types of impacts.

1. **Ex post evaluation of realised impacts**, that is, evaluation of what the project caused to happen. In terms of the current voluntary carbon market standards, this is most similar to a verification process in which the project baseline is also reassessed and updated. This is different from the **ex ante** projections required for project validation under voluntary carbon market standards. Most of the methods described in this guide also differ from verification of what happened in the project area compared with the projected baseline, which is often required for initial project verification. Judging a project against a projected baseline reduces uncertainty about the carbon offset credits that can be expected, because it means that those credits depend only on what the project accomplishes relative to the projected baseline, and not on all of the factors outside of the project’s control that could potentially shape the counterfactual. The methods described in this guide provide less certainty from an investor’s perspective, because they quantify a project’s impacts compared to a counterfactual that represents what actually would have happened in the absence of the project. Thus, these methods for assessing project impact are perhaps more appropriate for *learning* for the future than for *judging* a project’s past performance.

2. Evaluation of impacts expected within the *relevant time window* for policymaking. For impact evaluation to inform the REDD+ policy debate, the evaluation results must be available in a time frame relevant to that policy debate. This does not allow time for empirical observation of the long-term impacts of REDD+ projects, if we assume that decisions about climate change mitigation policy will be made before long-term impacts (10+ years from now) are observed. However, as described in Worksheet 8, the observed outcomes could be intermediate steps in a long-run causal model. For example, observable changes in asset ownership or seasonal migration patterns might be critical variables in a model of long-term welfare gains and land use patterns. The long-term impacts of REDD+ are clearly fundamentally important for mitigation of climate change. We can have greater confidence in long-term projections that are based on assumptions consistent with the findings from empirical, *ex post* evaluations of intermediate impacts, using rigorous methods that rule out *rival explanations*. 
3. Evaluation of the direct impacts of treatment. One simplification maintained in the description of methods in this guide is that this treatment is binary: a forest user either is or is not ‘treated’ by a project. This does not necessarily mean residence within the project boundaries, as defined for carbon accounting purposes. For example, treatment could be defined as residence (at the beginning of the project) in the project ‘zone’, including communities adjacent to the project area, as in the CCB standards. Clearly, reality is even more nuanced: most REDD+ projects have multiple dimensions or levels of participation, and most can affect households and firms both directly and indirectly. The challenges and variations regarding how participation, or treatment, can be defined are discussed below.

Table 1 provides a guide to the research design options for measuring the impact of REDD+ projects under the conditions described above. Given these conditions, the methods can be used to assess the impact of any type of REDD+ project intervention on any measurable outcome, including forest cover, biodiversity and social welfare. In the welfare dimension, there are many possible outcomes and indicators. Selection of indicators is clearly an important decision (see Worksheet 2) but it is largely independent of the choice of research design. One key exception is that when the research design requires participants to recall conditions prior to the project (or imagine conditions without the project), then the evaluation should be limited to the types of outcomes and level of detail that respondents can reasonably be expected to remember (see Worksheet 6).

### 2.2 Selecting a research design: Basic questions

Five basic research designs for evaluating the impacts of a REDD+ project are set out in the rows of Table 1. The choice of design is constrained by answers to the 3 questions (in the left-hand columns of Table 1) detailed below. The table and these questions are written from the perspective of the simplest evaluation question: what is the

<table>
<thead>
<tr>
<th>Beginning before project starts?</th>
<th>Interest/budget for data collection on controls?</th>
<th>Able to influence project design?</th>
<th>Research design</th>
<th>Construct counterfactuals by…</th>
<th>Matching methods apply?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Randomisation (Worksheet 3)</td>
<td>Random assignment of project and control sites</td>
<td>Maybe</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Before-After-Control-Intervention (BACI) (Worksheet 4)</td>
<td>Observational data at control sites before and after intervention</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Before-After (BA) + Projected Counterfactual (Worksheet 5)</td>
<td>Models, often based on historical trends⁴</td>
<td>Maybe</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Matched Control-intervention (CI) (Worksheets 5 and 7)</td>
<td>Observational (and often recall) data at control sites after intervention</td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Reflexive or Retrospective (Worksheet 6)</td>
<td>Estimated ‘changes due to project’ based on perceptions and/or recall data</td>
<td>No</td>
</tr>
</tbody>
</table>

a. Before–After data from the project may also be combined with simulation models of the counterfactual, or qualitative assessments of the counterfactual, based on the affected populations’ perceptions. This approach is most akin to how deforestation/degradation counterfactuals (i.e. reference levels or baselines) are established for REDD+ projects. See Worksheet 8.
impact of the project? (In Section 3, we return to the question of evaluating the impact of how a project is implemented.)

Q1. Is the impact evaluation being designed ‘before’ the REDD+ intervention to be evaluated? Typically, impact evaluations are launched after an intervention has been designed and implemented, because all resources early in the project are dedicated to implementation—that is, getting the intervention underway. However, more credible ex post estimates of project impacts can be obtained by building experimental design into the project and/or collecting data ex ante, before the intervention begins. We discuss the issue of how to define the starting point of the project later in this section.

Q2. Are there sufficient resources for and commitment to evaluation to support collection of information on forest users who are not part of the project? This is a significant additional investment beyond the requirements of voluntary carbon market standards (e.g. for VCS or CCBA). Developing a baseline for validation typically requires an understanding of what is happening in the broader region, but not ongoing data collection outside the project area. Likewise, monitoring and verification focus on the project area, and—where relevant—a ‘leakage belt’ or buffer zone. Renewal of the crediting period generally requires assessment of land cover changes in the reference region (outside the project area), in order to develop another forward-looking baseline for the next crediting period. This is most often based on remote sensing supported by information gathered from forest users through participatory or qualitative methods. Collecting data on forest users outside the project area through surveys is not standard practice in REDD+ projects or any other conservation initiatives (for an exception, see Wilkie et al. 2006).

Q3. If the evaluation is being designed ‘before’ and there are sufficient resources to gather data on non-participants, the third question to consider is: Can the intervention itself be designed to facilitate the evaluation? Specifically, can the evaluators influence who or which areas receive the intervention and when? This is a function both of the evaluators’ relationship with the project proponent and of the specific intervention being evaluated. It also depends on scale: it is unlikely that evaluators could (or would even want to) influence the choice of state or province where a project will be implemented; at the other end of the scale, PES is by definition a voluntary transaction and therefore participation of individual households or farms must be voluntary. However, it is possible that the particular areas (e.g. villages) where the PES programme is offered first could be selected to facilitate the ex post evaluation of the impact of that programme.

2.3 Selecting a research design: Basic options

We can also work backwards through the 3 questions in Table 1 to choose a research design, as illustrated in Figure 2. This highlights the critical decision of whether to incorporate experimental design into the intervention. To use experimental design to measure the impact of the overall project, the evaluation must be designed before the intervention and there must be resources to collect data on controls; that is, on the upper branch of Figure 2, the answers to Q1, Q2 and Q3 are all ‘yes’. In this case, treatment can be randomised (e.g. based on a lottery) to ensure that, on average, forest users selected for the project are similar to forest users not selected in terms of both observable characteristics, such as family size, and unobservable characteristics, such as preference for work in the forest. That is, because neither forest users nor programme administrators decide who is included in the project, but rather leave this to an independent randomisation process, there is no relationship between treatment and other factors that might affect outcome; thus, there is no selection bias (Worksheet 3). This provides the most credible estimates of causal impacts. In other policy domains, it has helped expand and disseminate policy models shown to be effective (e.g. rigorous impact evaluation of the conditional cash transfer programme in Mexico is widely credited with establishment of similar programmes in other countries (World Bank 2009)).
The randomisation could take several forms. For example, when a project is over-subscribed (e.g. more households are seeking PES contracts or project employment than there are funds available), participants could be randomly selected from the pool of applicants. When a phased rollout of the project is planned, the areas where it is implemented first could be randomly chosen. For example, the opportunity to participate in PES contracts might be offered first to forest users in a randomly selected group of villages, then 3 years later to another randomly selected group.

To draw conclusions about causal impacts, data must be collected on both the randomly selected (i.e. treated) and the randomly non-selected (i.e. control) forest users. If the project is offering benefits to forest users (e.g. PES contracts), then political or ethical motivations may require that the controls be brought into the project at a later date. In many cases, this will fit well with a project’s financial constraints and plans for intensifying implementation, but it can represent a challenge in projects with guaranteed funding for only a short timeline.

Ideally, data on selected and non-selected forest users should be collected before and after project implementation, in order to verify that their initial distribution of characteristics is similar (before the project) and to compare outcomes (after the project). (At the very least, data on characteristics and outcomes must be collected after the project intervention.) Whilst we expect randomisation to result in similar samples of treated and control forest users, it is possible that any particular random draw will result in samples with some statistically significant differences in their initial characteristics. In that case, matching methods—described further below—may be employed to identify and weight a subsample of the controls.

Although Figure 2 shows 2 main branches, there is a third possibility: project proponents may by accident introduce a random element into the selection of forest users for the project, thereby creating a ‘natural experiment.’ For example, imagine that project sites are selected partly based on the location of plots from some historical botanical inventory. If those plots are unrelated to current biophysical and socio-economic conditions, their location could serve as an ‘instrumental variable’ for project participation. For this to be useful for evaluation, the random element must be a strong determinant of selection into the project but otherwise unrelated to outcomes. It is rare to find such a random element, but in projects where one appears, it is worth collecting data on the element to proxy experimental design via the instrumental variables method (Angrist and Pischke 2009).

If experimental design (or a ‘natural experiment’) is not feasible, then Figure 2 leads to a matrix of ‘quasi-experimental’ research designs. The design most often employed by project proponents is BA,
comparing outcomes in the project area Before and After the intervention (often supplemented with a model of counterfactual outcomes). By contrast, the most common design in the scientific literature on *ex post* impact evaluation is CI, comparing outcomes in Control and Intervention areas. The best quasi-experimental design for credible estimates of impact—and the most difficult and expensive to implement—is in the upper left-hand corner: BACI, or Before–After/Control–Intervention. Finally, if there are no data from before the project and it is not possible to collect data from non-participants during the project (due to budgetary or other restrictions), then the remaining option is to ask participants for either their own assessment of the project impact or their recollection of conditions before the project started. Whilst asking participants about their opinion and understanding of the project should surely be part of any comprehensive evaluation (e.g. as the qualitative or participatory component of mixed methods), this provides the weakest ‘observational’ evidence and thus is the research design of last resort for impact evaluation.

If the evaluation is being launched before the intervention (i.e. if the answer to Q1 is ‘yes’), then baseline data should be collected on (1) how forest users are selected for the project, often called the ‘selection mechanism’ (including data on rejected applicants, where relevant); (2) the initial level of outcome variables, such as income, wealth and forest dependence; and (3) household, farm and village characteristics that influence (1) and (2). This information should be collected at least for forest users in the project, to support the BA method (Worksheet 5). This should be relatively easy to integrate into the baseline data collection required to design the project and obtain validation in the voluntary carbon market. To fully implement the BA (or BACI) research design, the data need to be recorded in such a way that it is possible to return to the same villages and households in the ‘after’ phase (i.e. identifying information on specific forest users and not just averages must be recorded, in order to build a panel dataset). If this is not possible, then matching methods (described below) can be employed to identify similar cohorts of households in the before and after phases of the survey (Shadish *et al.* 2002).

Although the BA research design is likely to fit well with the data collection plans of project proponents, it does not provide a clear-cut way to assess causal impacts of the project. One option is simply to assume that conditions would not have changed without the project—but that is unlikely to represent reality. Another option is to extrapolate from trends observed in the ‘before’ period (e.g. if respondents report declining employment and income, assume that those declines would have continued). However, outcomes for forest users ‘treated’ by the project will be a function not only of previous trends and the project, but also of any other contemporaneous changes. Macro-economic shifts, policy or regulatory changes, abnormal weather or unrelated programmes or policies could all plausibly affect the outcome. These factors could either mask or exaggerate the intervention’s effect if prior conditions and trends are used as a ‘counterfeit counterfactual’ (see Box 5 for definition and examples). In methodologies being developed for the voluntary carbon market, these concerns are most often addressed by projecting the counterfactual outcome based on a model (see Worksheet 5).

Controlling for these contemporaneous changes empirically (based on observations rather than models) requires data on non-participants, or ‘controls’; that is, the answer to Q2 must be ‘yes’. To estimate the effect of treatment, these controls should be similar to the forest users in the project in terms of all characteristics that influence both selection into the project and outcomes (see Worksheet 10 on variables). This is true for both the CI and the BACI methods. Of course, every village and every household is unique in some respect; in the real world, there will not be exact mirror images of the forest users in the project. This would be true with randomisation as well—the randomly selected non-participants would not look exactly like the randomly selected participants. However, in expectation and on average, they would be similar because they would be drawn randomly from the same population. Quasi-experimental methods seek to replicate this by selecting a pool of controls that, in expectation and on average, look like the treated—that is, the samples of treated and controls are ‘balanced’.
As described in Worksheet 7, matching is often used to identify balanced samples of treated and controls. Prior to data collection, some form of ‘pre-matching’ on easily observable characteristics may be used to design a survey sample. For example, the survey sample might include potential controls who live in the same ecological zone or watershed as the forest users treated by the project. Or it might involve more elaborate pre-matching of villages or households based on secondary data. For example, statistical matching methods could be used to identify the control villages most similar to the project villages. The result would be a ‘matched’ set of treated and control villages from which forest users would be selected randomly as the final step in sampling. Popular econometric software programmes, such as STATA and R, offer packages or modules that automate matching and provide indicators of the resulting ‘balance’ in characteristics across the 2 samples. It is most important to achieve balance in characteristics that are potential confounders, that is, that influence both selection into the project and outcomes of interest.

Statistical matching is also employed after data are collected in order to identify the best controls from amongst those surveyed. One popular method is to estimate a model of selection into the project (a probit or logit regression model) based on a large number of variables collected through a survey, and then match based on the resulting ‘propensity score’, or probability of selection. Ex post matching is often done ‘with replacement’, allowing the same control to be selected multiple times. Thus, forest users in the project may be matched to a relatively small subsample of the controls who are most similar. Using these matched subsamples, outcomes are either compared directly (e.g. t-test for difference in mean income) or modelled using multivariate regressions (e.g. income as a function of household and farm characteristics, and an indicator for project participation). Because the regression is estimated with only the subsample selected by matching, the results are not based on extrapolation across very different groups of treated and control forest users.

If the unobserved characteristics of forest users do not change over time, then the influence of these characteristics can be removed by using the BACI research design (Worksheet 4). In BACI, a sample of controls is identified before the intervention and included in the baseline data collection. Outcomes and confounders are measured in that baseline phase, and possibly used to further narrow the sample of controls. Outcomes are then measured again ‘after’ the project. This allows analysis of 2 ‘differences’: the change in outcomes before and after the project, compared between controls and treated. This ‘difference-in-difference’ represents the impact of the project, uncontaminated by any unobserved differences, as long as those differences do not vary over time. Complementary mixed methods (such as direct observations and conversations in the field) should be employed to identify time-varying factors that are not adequately captured in the data. CIFOR’s GCS-REDD is employing the BACI approach, and thus the appendices of this guide provide extensive information on how to implement this method in the field.

Implementing the BACI approach typically requires planning the evaluation before the intervention begins; however, there may also be circumstances in which other data—from government statistics
Simply comparing post-project conditions with pre-project conditions, or with conditions at another site, and attributing any differences in observed outcomes to the project typically does a poor job of ruling out rival explanations for observed welfare outcomes. As such, these before–after or with–without comparisons are often referred to as ‘counterfeit counterfactuals’, and their inadequacy has motivated the development of the impact evaluation approaches discussed in this guide, such as randomisation and BACI (Khandker et al. 2010). Simple before–after comparisons and with–without comparisons have frequently been used to evaluate the impacts of conservation interventions. Notable examples include Bruner et al. (2001) and Oliveira et al. (2007), which both use with–without comparisons to estimate the impact of protected areas on biodiversity and forest loss, respectively. The following examples illustrate how these ‘counterfeit counterfactual’ approaches could incorrectly attribute differences in welfare outcomes to a REDD+ project.

Imagine a REDD+ project is begun in the forested area near the capital city in Country X. Detailed welfare data are collected in the communities in the REDD+ project zone just before project activities begin and then again 5 years later (see Figure 3). The data reveal that, on average, there have been significant declines in welfare. The evaluation attributes these welfare declines to the REDD+ project, much to the disappointment of the project proponents, the financiers and the government of Country X. However, just as the REDD+ project was starting, the currency of Country X was devalued and the size and salaries of the civil service were cut dramatically, leading to years of welfare decline across the country—especially in those communities heavily reliant on civil servant income and actively trading in the market economy. Although welfare did decline at the REDD+ project site, the carbon revenues that the project brought in to the communities actually led them to be better off than they would have been without the REDD+ project. However, the simple before–after comparison missed this impact.

Figure 3. Falsely attributing welfare declines to a REDD+ project due to before–after comparison

Now imagine a simple with–without comparison in the same setting (see Figure 4). Welfare is measured at one point in time, 5 years after project start, in both the REDD+ project communities and in another group of communities located in the same province, but outside the REDD+ project zone. The data reveal a large gap in welfare between the project and control sites, with average welfare much higher at the control site. This evaluation also concludes that the REDD+ project has caused the local community economic harm. However, when the civil service was cut, the jobs of those who belonged to the same ethnic group as the President were spared. This turned out to be the dominant ethnic group in the control communities but not in the REDD+ project communities. Because the control and intervention sites were not matched on ethnic composition, the simple with–without comparison falsely attributes welfare declines to the REDD+ project.
agencies or other studies—can be employed to approximate the BACI method. As with natural experiments, these are likely to be rare cases, but certainly worth watching for and exploiting. Some projects may be implemented in a large enough area (or with a large enough population of forest users) that they can be represented by secondary data from a sample survey such as the Demographic and Health Surveys (DHS), Living Standards Measurement Studies (LSMS) or country-specific surveys such as the Pesquisa Nacional por Amostra de Domicílios (PNAD) in Brazil or the Indonesia Family Life Survey (IFLS). Such sample surveys can be employed if (1) they occur both before project implementation and at some later stage and (2) they include questions on relevant confounders and outcomes. For reasons of sampling intensity and confidentiality, the results from such surveys are typically reported at fairly aggregated levels. For very large projects, these aggregate statistics may be useful. In other cases, it may be possible for evaluators to obtain confidential access to more disaggregate data. A second possibility is that a project happens to be implemented in part of an area where other researchers had previously collected data on forest users. If those researchers have and are willing to share data on confounders and outcomes, the BACI method could be implemented by returning to and interviewing the same households in the after phase.

Perhaps the most common approach to ex post project evaluation is retrospective or reflexive analysis, employing only data from forest users in the project only after project implementation. This is likely to be the most politically acceptable form of evaluation because it seeks information only from people who have potentially benefited from (by participating in) the project. The assessment of impact relies on forest users’ retrospective reports on outcomes before the project compared with their current outcomes after the project, or alternatively, their own stated evaluation of project impacts. Retrospective reports can be triangulated through a combination of household interviews and group or participatory methods; however, they are likely to work best with outcome measures that focus on direction of change or large discrete events or possessions (e.g. asset indices rather than measures of consumption or income); see Worksheet 6. Another approach would be to use stated preference techniques from non-market valuation to construct the value or cost of the hypothetical alternative (without the project).
Although the retrospective or reflexive approach is both common and convenient, it provides only weak evidence on impacts, compared with methods that employ data from before the intervention, controls without the intervention or both. It is unlikely to stand up to the demand for evidence-based policymaking or to help resolve controversies over the local impacts of REDD+. In projects designed to pilot or demonstrate REDD+, we should seek to gather evidence more carefully and document medium-term impacts of the project more rigorously. These estimates of impact will be fundamental for projecting the very long-run and large-scale impacts that are the goal of international climate change mitigation.

2.4 Implementing a research design

2.4.1 Defining ‘before’ and ‘after’

Many REDD+ projects build on previous conservation and development initiatives. Thus, projects often do not have a clear-cut beginning. For example, the start of a project may be defined as the start date of the crediting period (e.g. for the voluntary carbon market) or it may be earlier if preparatory activities are believed to have a significant impact on welfare or land use. One way to address this issue is to define the start date in terms of a particular intervention implemented by a REDD+ project, such as a PES system or a real-time monitoring and enforcement system, and then evaluate the impact of that particular component over and above the impacts of prior and possibly ongoing activities. For the BA or BACI research designs, this will define when data on outcomes ‘before’ the project should be collected. For the other research designs, this will influence the collection of retrospective data.

Ideally, retrospective data—for matching or estimating impacts—should represent the time period immediately before the project started. Employing data from after the project start to establish the baseline is likely to underestimate the effects of the project (in the retrospective method) and could bias selection of controls (in the Control–Intervention method). However, employing data from long before the start of the project will also make estimates less precise—but not introduce additional bias. As discussed in Worksheet 6, another practical consideration in choosing the time period for eliciting retrospective data is that major events (e.g. droughts, elections) can improve accuracy of recall.

The definition of ‘after’ can be as ambiguous as ‘before’. REDD+ projects by design have very long time horizons (i.e. to receive carbon credits from changes in deforestation and forest degradation, ‘permanence’ needs to be demonstrated). Waiting 20 to 30 years to evaluate the biophysical or social impacts of REDD+ interventions is not feasible if we are to learn from REDD+ pilots. A map of the causal chain, as described in Section 3, can be useful for identifying when in the project timeline we should expect to observe any impacts. Ideally, data on outcomes should be collected in several waves, to understand how impacts evolve over time and to make course corrections if desired project outcomes are not being observed. Realistically, the demand for information to inform policy decisions may mean that data on outcomes will be collected relatively soon after implementation and thus will reflect short-term impacts. For example, the GCS-REDD includes plans to assess social impacts 2 years after implementation. This time frame represents the minimum period in which we could expect to see social impacts.

2.4.2 Defining control and intervention

Table 1 and Figure 2 provide a guide to evaluating the impact of REDD+ projects as a whole, assuming that forest users can be classified as either participants (directly impacted) or non-participants (not impacted). Here, we consider how these concepts can be applied to other situations, including projects with multiple interventions and scales of implementation, and with indirect impacts or leakages. We illustrate this using an example of PES contracts with farmers to conserve the forested portions of their farms, but the concepts generalise to other interventions (e.g. employing local people to restore public forest) and other types of forest users (e.g. households that collect fuelwood for cooking and heating). We conclude this section with some recommended starting points for managing these issues.
When projects include multiple interventions, multiple ‘treatments’ can be defined. For example, farmers who sign PES contracts with the project proponent could be one treated group, and farmers who receive technical assistance could be a second treated group. These groups could be compared with each other and with a third group of non-participants who have similar characteristics but receive neither treatment. Although we have focused on a binary definition of treatment for purposes of exposition, all of the methods in Table 1 could be used to evaluate alternative interventions. In some cases, the most important question may not be the size of the project’s impact, but rather how a project can achieve the most impact. This can be addressed with experimental or quasi-experimental methods. For example, alternative forms of conditional benefits being considered by the project (cash payments to households vs. in-kind payments to communities) could be randomised across villages in the project area. Alternatively, quasi-experimental methods could be used to construct matched samples of forest users who have experienced different forms of project implementation. Different statistical techniques are required to analyse multiple or continuous treatments, but many econometric programmes are incorporating these into modules for estimating treatment effects.

In many REDD+ projects, there are different degrees of treatment at different scales. Continuing with the same example, the most ‘intense’ treatment could be contracts with individual farmers, who receive incentive payments, participate in training and education programmes and are subject to monitoring and enforcement of their contracts and related forest laws. The training and education programmes may actually involve entire villages (including but not limited to the farmers with contracts), and the increased enforcement may extend to the entire area (either by design or as a result of implementation ‘spillovers’ from processing remote sensing images and sending enforcement personnel through the area to check on the properties under contract). In this case, the ‘treated’ units could be the farmers with contracts, their villages or the region where the project is implemented. In part, this depends on the definition of ‘the project’ to be evaluated: do we want to evaluate the impact of PES contracts, conditional on some background level of increased information and enforcement? Or do we want to evaluate the entire bundle of interventions, including PES contracts, information and enforcement?

The evaluation methods described in this guide generally assume that other forest users are not affected by the treatment of forest users in the project (in statistical terms, this is called the ‘stable unit treatment value assumption’ or SUTVA). As suggested by the literature on land use and carbon ‘leakages’, this assumption is often violated (see Annex B.5). PES contracts that effectively change farmers’ forest and land use are likely to also change those farmers’ demand for inputs (e.g. labour and equipment) and supply of outputs (e.g. crops and livestock products). This in turn will have an impact on others who interact with the participating farmers through local markets. Projects that are large compared with those local markets also influence prices; for example, if the intervention reduces the supply of agricultural products from the project area, this could result in higher prices, which would in turn encourage consumers to switch to substitute products and producers in other areas to increase supply.

In general, if a project reduces economic activity and deforestation in the project area, but that economic activity and deforestation leak to nearby areas, then we would overestimate the impact of the project by comparing activity in the project area with activity in the nearby area. On the other hand, if project benefits create an option value for forest conservation in nearby areas—e.g. if nearby forest owners seek to position themselves to also gain access to those benefits—then we would underestimate the impact of the project by comparing the 2 areas.

To help sort through these various ways that ‘treatment’ by a project could be defined and could have direct or indirect impacts, we recommend the following as default starting points for evaluation.

1. **Unit of analysis.** In most cases, projects are seeking to change the behaviour of households. Therefore, the unit of analysis
should be the household, including all of its lands and activities—even if only one parcel is under a PES contract, or only one person is employed by the project. Most REDD+ projects are implemented in regions where markets for inputs and outputs are not complete. In this setting, households are likely to respond to an intervention by adjusting their activities within the household; for example, when the household reduces deforestation and production in one area, it is likely to compensate in other areas, dampening the total net carbon and welfare impacts (cf. Alix-Garcia et al. 2010). By examining the entire household, these ‘leakages’ are internalised to the analysis. Some REDD+ projects target entire villages, for example, providing improved public services in exchange for conservation of nearby public forests. In these cases, the logical unit of analysis is the village, meaning that the sample size for the impact evaluation is defined by the number of villages, rather than by the number of households.

2. Treatment. In most cases, the key question is the impact of the bundled set of interventions that constitute the project. Therefore, in most cases, the ‘treatment’ should be defined as that bundle of interventions that is paid for jointly and most likely to be scaled up jointly. If some other question—such as the effectiveness of alternative ways to implement the intervention—is of greater interest, then either the resources and the sample size for the evaluation need to be increased, or the evaluator needs to choose between estimating the total impact of the intervention and comparing the effectiveness of the alternatives. This definition of the project influences both which forest users should be sampled as the treated and which should be sampled as controls.

3. Controls. In addition to not being directly treated by the project, controls should generally be sampled from villages and areas that do not directly interact with the forest users treated by the project; for example, they are not likely to sell or buy land from one another, share or hire labour from one another, sell products to one another or share information and techniques with one another. In effect, this means that households in the same or immediately adjacent villages are unlikely to be good controls, although clearly this depends on the structure of local social and transportation networks. Because controls should be similar—including facing similar biophysical and market conditions—the search for controls should start in the closest areas to the project where forest users do not directly interact with treated forest users.

4. Indirect effects. Many projects will have at least some indirect effects (leakages or spillovers). Evaluations should proactively look for these effects, whether through (1) mixed methods and qualitative assessment, (2) sampling design and/or (3) indicators elicited through the survey of treated forest users. First, as part of evaluating the process of project implementation, the possible types of leakages should be identified; for example, a project that offers PES contracts conditional on stopping all logging will have different implications for leakage (e.g. shifting demand to other areas and products) than a project that offers PES contracts conditional on adopting reduced impact logging techniques (e.g. spillover adoption of those techniques). Second, sampling could be expanded to include non-treated forest users who live or work in the project area, along a distance gradient from the project, or in the ‘leakage belt’ as defined by the proponent for certification in the voluntary carbon market. This would allow testing for evidence of indirect effects at certain geographical levels (e.g. village) or distances (e.g. within 5 km of the project). Third, the survey questionnaire could elicit evidence of indirect effects from treated forest users, by asking them about suspected leakage mechanisms such as purchase of land or seasonal migration outside the project area.4

4 Where indirect effects are identified as a major concern—either because they are suspected to be large or because they are an explicit goal of the project as in dissemination of a new technology—they may merit their own study. For example, experimental design employing multilevel randomisation could be used to estimate indirect effects, assuming that there is some prior knowledge of the structure of these effects. Methods outside the scope of this guide include CGE models that explicitly consider price formation, spatial econometrics, models of social networks or peer effects and agent-based models that focus on interactions amongst agents over space and time.
Understanding the causal mechanisms that link REDD+ interventions to outcomes

3.1 Understanding ‘what’ and ‘why’

Our discussion thus far has centred on causal inference by design (i.e. randomisation or quasi-experimental BACI, BA or CI) and on using statistical approaches to control for confounders and to estimate the effects of covariates within an impact evaluation framework. These methods are the most credible way to test whether a project has impacts, and to determine the size of those impacts. These methods can also be used to examine how outcomes vary across demographic and socio-economic groups, either by subgroup analysis or by regression models estimated with carefully selected samples (Worksheet 9). All of this is the ‘what’ of impact evaluation.

To learn from these evaluations, we also need to understand ‘why’ impacts did or did not occur. To understand why a REDD+ intervention leads to some observed social welfare outcome, impact evaluation should be embedded in a mixed-methods approach that includes mapping the causal chain catalysed by project implementation. In fact, many project proponents will have gone through a similar process as part of designing their projects, especially if they received funding from or are part of an international aid organisation with its own framework, checklist or other requirements for causal models. These include logic models (e.g. the Logical Framework Approach) (Coleman 1987, Gasper 2000, Ortengren 2004, DFID 2009), outcome mapping (Earl et al. 2001), open standards (CMP 2007) and theory of change (Kusek and Rist 2004, Furman 2009) (see Box 6). Projects seeking CCBA or VCS certification may also undertake causal chain mapping as a way of understanding the anticipated social impacts of REDD+ projects.

Although causal mapping and rigorous impact evaluation are both commonly applied to development interventions, they are rarely used in tandem or integrated as a theory-based impact evaluation (Reynolds 1998, White 2009). Reynolds (1998) cites the following 3 reasons for the slow adoption of theory-driven evaluations.

1. Mapping the causal chain often requires the effective use of mixed methods. Approaches that integrate ethnographic, qualitative institutional analysis, participatory methods and quantitative analysis are outside the realm of conventional social science methods for programme evaluation (i.e. the goal of the evaluator is traditionally viewed as evaluating impact).

2. There has been limited interest among stakeholders and policymakers in theoretical evaluation, in part because theoretical models linking interventions and outcomes are not well developed in some substantive fields, including the field of conservation and development.

3. Theory is sometimes negatively viewed as normative in nature, suggesting what should happen rather than focusing on what does happen.

Our aim in this section is to integrate causal model development with rigorous impact evaluation of
Box 6. Comparing causal models for linking interventions and outcomes

Logic models, outcome mapping, open standards and theory of change methods have several common elements. In particular, they all:
- recognise the importance of local and regional context;
- ensure the experience and opinions of stakeholders are factored into monitoring and evaluation plans;
- develop a conceptual model of change;
- identify risks and threats and develop a mitigation strategy; and
- focus on learning through iterative processes of stakeholder engagement, monitor for successes and risks, link observed behavioural changes to observed outcomes and make course corrections to project implementation on the basis of findings.

There are also differences between the various frameworks. Some focus on attributing project implementation to observed outcomes (e.g. theory of change), whereas others focus on explaining how the project has changed the behaviour of various stakeholders, but do not seek to articulate or empirically test a theory of change (e.g. outcome mapping).

This is a list of web resources for conservation-based causal models.
- Logic models
- Outcome mapping
  http://www.outcomemapping.ca/
- Open standards
  http://www.conservationmeasures.org/
  https://miradi.org/
- Theory of change
  http://www.iucn.org/about/work/programmes/forest/?6268/Lessons-theory-change-ME

REDD+ projects. Taken together, impact evaluation that estimates the direction and magnitude of changes in key outcome variables and causal models that help us understand the processes that get us from REDD+ intervention to outcomes can be very powerful. The methods inform one another. However, we note that the diverse nature of REDD+ interventions is a major challenge for theory-based impact evaluation. The benefits from REDD+ interventions are realised through a diversity of mechanisms ranging from support to local governments for forest management and enforcement, to direct cash payments to households. REDD+ projects are implemented by a diversity of proponents ranging from bilateral donors to private sector carbon speculators. Identifying the causal mechanisms at work under this diversity of project models is a significant and important challenge for learning from REDD+ projects (see Annex B.4 for references on the diverse drivers and agents of deforestation in different tropical forest regions).

3.2 Situating causal model development in impact evaluation design

The discussion in Section 2 provides guidance on which research design to use to evaluate REDD+ project outcomes. The fundamental questions are:
1. whether evaluation is starting before or after the project has been implemented;
2. whether there are resources for collecting data on forest users that are not part of the project (i.e. control groups); and
3. whether project implementation can be designed to facilitate evaluation (e.g. randomisation of a project being phased in across a landscape). These questions have some bearing on the development of causal models.

There are considerable gains from collecting data for mapping causal chains before and during project implementation:

- ‘Before’ data (i.e. BACI or BA) can influence the intervention; a causal model can tell you what is most interesting to test and how you should randomise the selection of project sites.
- Most projects are implemented in heterogeneous landscapes and with heterogeneous actors. In BACI and BA, a causal model can suggest where you should concentrate or how you should distribute your sample to learn the most.
- A causal model should integrate process evaluation and understanding of what is actually implemented on the ground; therefore, in BA and BACI, there may be an initial model, which is then updated following observations of how the project is implemented on the ground.
- Many projects are phased, and planning the evaluation from the beginning—whether experimental or BA/BACI—should include planning for how evaluation results will be used to guide future phases of the project.
- Both the BACI and the BA designs provide opportunities for \textit{ex ante} modelling of causal chains; data collection and analysis at a mid-point in the project can identify problems and proposed solutions that serve as the basis for course corrections and better livelihood outcomes.

As with rigorous impact evaluation, making a decision early (i.e. before the REDD+ intervention takes place) about how to map causal chains provides the greatest opportunity for developing a clear understanding of causal processes.

Mapping causal chains has both short-term and long-term objectives. The short-term potential for learning is greatest when REDD+ projects are randomly phased in across communities or landscapes. Testing hypotheses about causal processes early and integrating findings into subsequent phases of the REDD+ intervention could improve the expected outcomes of the intervention. This is a clear benefit of investing in mapping causal chains. Designs that focus evaluation efforts after interventions are initiated (i.e. CI, retrospective) also provide valuable opportunities for learning about how to design future phases and future REDD+ projects, and can contribute to our collective knowledge of the determinants of favourable welfare outcomes. With CI and retrospective designs, theoretical and observed processes should be integrated into the causal model as it is developed.

In the GCS-REDD, and probably in other evaluation efforts, there is time pressure for results. This implies that if you are starting before, you will be evaluating indicators of short-term outcomes. A causal model is thus critical for choosing indicators and thinking about how they are related to the long-term outcomes that are clearly expected of REDD+ projects, given the goal of ‘permanence’. By contrast, many retrospective evaluations are launched long after the project is initiated. In these cases, the causal model is critical for reconstructing the intermediate steps and mechanisms that could have led to the long-term observed outcomes.

### 3.3 Mapping and testing causal models

Making a clear causal connection between observed outcomes and project interventions requires careful planning, data collection and analysis. How REDD+ interventions serve as a lever for local-level change is the critical issue. Some causes of deforestation and forest degradation, as well as changes in social welfare, are susceptible to manipulation at the local or project level; others are not (see Annex B.4). A theory-based impact evaluation frames learning within an understanding of what a REDD+ intervention can and cannot do, and of how it complements wider national policy efforts and change patterns. Theory-driven evaluation requires the development of an \textit{a priori} model of how the intervention is expected to exert its influence (Chen and Rossi 1983, Lipsey 1993, Reynolds 1998, White 2009). Understanding
the causal pathways through which REDD+ interventions influence outcomes helps with repeating successes and with pinpointing areas for revising and updating project implementation.

Causal models, or theories of change, are conceptual models that identify relationships between implementation activities, outcomes and impacts (Table 2). They can identify inputs, activities and outputs associated with implementation, and how they result in short- to medium-term changes in outcomes of interest, as well as longer-term changes or impacts (Greene and Caracelli 1997, White 2009). We can use the various components of a theory of change to develop a model that describes how interventions lead to desired results. Causal models can be qualitative (i.e. when there is a small sample size or insufficient variation in the process variables to do quantitative analysis) or can adopt a mixture of qualitative and quantitative methods that involves an ex ante statistical model that predicts what social impact can be attributed to the REDD+ intervention.

Building a map of the causal chain is an iterative process that requires the following steps:
1. Understanding the context of the project site
2. Characterising the intervention
3. Developing testable hypotheses
4. Mapping data needs
5. Testing hypotheses and updating initial assumptions

We have distilled these into 5 key steps to develop a map of the causal chain for articulating the process by which REDD+ interventions result in changes to social welfare outcomes. These steps are further clarified in Worksheet 8.

### 3.3.1 Understanding the context of the project site

White (2009) identifies understanding context and anticipating heterogeneity as 2 critical elements of theory-based impact evaluation. Context has a direct influence on process within the causal chain. Context is the socioeconomic, demographic, institutional and biophysical setting in which projects are implemented. Context should encompass a description of factors operating at multiple scales; local-level phenomena may be influenced by actions taking place at the subnational or national level. Before developing a map of the causal chain, evaluators should have a clear understanding of the social and ecological

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
<th>Application to REDD+ projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation Inputs</td>
<td>Resources that go into the project</td>
<td>Funds to provide monitoring and enforcement of forest resource use; support of training in sustainable forest management; employment of local people; investment in infrastructure etc.</td>
</tr>
<tr>
<td>Activities</td>
<td>What we do</td>
<td>Monitor activities; enforce rules; train local people; facilitate workshops; build infrastructure</td>
</tr>
<tr>
<td>Outputs</td>
<td>What we produce</td>
<td>Forest area preserved; reduced forest degradation; knowledgeable people; tangible things that can be counted</td>
</tr>
<tr>
<td>Results Outcomes</td>
<td>What we do; the behavioural changes that result from project outputs</td>
<td>Increased income; improved health status; provision of environmental services (all ways in which welfare can be enhanced)</td>
</tr>
<tr>
<td>Impacts</td>
<td>Long-term changes that result from an accumulation of outcomes</td>
<td>Movement up or down income quartiles; movement in or out of poverty; asset accumulation or loss</td>
</tr>
</tbody>
</table>

Adapted from Kusek and Rist 2004.
conditions in the project site; indeed, most project design documents (PDDs) include much of the information required to characterise the site’s demographic, socio-economic, institutional and biophysical conditions. Both qualitative and quantitative data provide important insights into the starting conditions within which projects operate.

The most important local-level factors to understand include:

- **local drivers of deforestation and forest degradation**, including characterising the most important actors affecting land use change (i.e. smallholder agriculturalists, pastoralists, concession holders etc.);
- **rights and tenure of land, trees and carbon**;
- **level of monitoring and enforcement, and contestation of property rights**;
- **dominant livelihood strategies in the project area**;
- **degree of forest dependence of households** (i.e. in terms of goods extracted from the forest as well as services provided by the forest);
- **heterogeneity of forest dependence** (i.e. relative importance of forests to female-headed households, migrant households etc.);
- **presence and function of groups focused on natural resource management and social welfare**; and
- **relationship between REDD+ proponent and community members**.

In addition, several contextual variables help situate the project site in a larger context. The importance of context in theory-based impact evaluation implies that the same intervention implemented in different settings may result in different outcomes. This is why context is so important. We need to be able to understand why we observe different outcomes in different settings, and to pinpoint the contextual factors that can be credited with success or failure. Data on coarser-scale structural variables help to situate the analysis in the broader context of the subnational or national landscape, and inform about the generalisability. Typical variables useful for addressing the issues of generalisability of findings include: forest type; location in the forest transition; agroecological zone; market access; income levels; major economic activities; population density; and dominant ethnic or linguistic group.

Contextual information helps anticipate potential sources of impact heterogeneity (i.e. impact can vary according to intervention design, beneficiary characteristics or socio-economic setting). The social welfare impact of REDD+ interventions might vary by ethnicity, gender, age, migrant status or relative wealth, among others. Gaining an understanding of marginalised and vulnerable groups, wealthy elites, or other groups prior to the collection of outcome data means the evaluation can be designed using sample sizes that are representative of each group; it also helps to narrow the focus of distributional analysis to groups that are known or expected to be differentially affected by the intervention (Worksheet 9). *Ex post* analysis of impact heterogeneity requires *a priori* knowledge of which groups are likely to be differentially affected by the REDD+ intervention. Participatory methods are particularly useful for understanding areas of potential heterogeneity.

Evaluation designs that include controls should collect the same contextual data for control group sites. These data provide important control variables that inform outcomes observed in intervention sites. Contextual information from control sites also provides a basis for ruling out alternative explanations for observed impacts in intervention sites, which increases the external validity of estimated welfare impacts.

### 3.3.2 Characterising the REDD+ intervention

PDDs generally lay out a short- to medium-term implementation strategy. Distinguishing between how the project is designed and how the project is actually implemented is critical for correctly characterising the intervention (see Box 7 on GCS-REDD methods for characterising and understanding implementation process). Theory-based impact evaluation assumes that the objectives of the programme can be accurately
articulated, that programme implementation has been verified (i.e. the project was implemented according to the PDD) and that the programme theory and associated causal mechanisms can be specified and measured (Khandker et al. 2010).

Conservation and development projects are often not implemented exactly as originally planned due to logistical, financial and institutional constraints that alter the course of interventions. For example, the PDD may describe a REDD+ benefit-sharing mechanism that transfers carbon payments from the project proponent directly to households. However, project managers on the ground may decide that it would be more effective to create a village-level carbon revenue management committee to act as an intermediary between the implementing organisation and the local population. Simply tracking the budget for payments to households could miss identification of the causal mechanisms responsible for changes in welfare and well-being. Process evaluation needs to be designed in such a way that it anticipates these possible changes in project implementation, collects data on these key aspects of process and uses outcome indicators capable of detecting both intended and unintended changes in well-being and land use. In cases where implementation deviates from the inputs, activities and outputs articulated in PDDs, qualitative methods are particularly important for providing new insights and understanding implementation. Observations and in-depth interviews help with understanding whether the plans in PDDs actually reflect the on-the-ground situation.

CIFOR’s GCS-REDD includes a detailed analysis of the process of REDD+ implementation and its relationship to changes in social welfare (Box 7).

**Box 7. GCS-REDD survey of project implementation**

The GCS-REDD is using an iterative process to gather information about the process and costs of implementing REDD+ projects. In the ‘before’ phase of research, basic information on the project is gathered through a ‘proponent appraisal’ or PA (see Annex C for the research instrument). This elicits basic information on the proponent organisation, the major components of the REDD+ project, methods for MRV and FPIC, key partner organisations, plans to certify and sell credits and the project location. The PA also asks the proponent to list the stakeholders (groups of people or firms) who use the forest in the project site and who are expected to change their forest use as part of the project’s strategy to reduce carbon emissions. The proponent is then asked about specific strategies for inducing those changes in forest use. In essence, this is the causal model of the project. Further, the PA is designed to obtain details on how specific villages are selected for the project intervention, thereby identifying key factors that must be considered when matching intervention and control villages and households. In addition to the proponent appraisal, researchers write a site narrative, which characterises the project region, including the key deforestation drivers and the antecedents of the REDD+ project.

In the ‘intermediate’ phase of research, the process, costs and politics of project implementation are tracked via the ‘survey of project implementation’ or SPI (the research instrument will be available on the CIFOR website in 2011). Through the SPI, researchers identify project activities that have taken place. This requires determining both which activities can be attributed to the project (e.g. deciding whether titling of land in the project area is part of the project, or a complementary activity that is a prerequisite for the project but may have happened without it) and which activities have actually happened in practice (and not just in written plans). Both of these determinations are best made as and where the project is being implemented. In the GCS-REDD, researchers will take the opportunity to collect this information when they return to project sites to report on the first phase of research. The SPI also quantifies the start-up costs of the project—including all planning, administrative and transaction costs—and, where relevant, the running costs of the project in the initial phases of implementation.
3.3.3 Developing hypotheses, identifying data needs and testing hypotheses

Hypotheses are motivated by some variant of the question ‘what are the social impacts of REDD+ projects?’ A hypothesis is a reasonable scientific proposal or an educated guess about the expected relationship between 2 variables. Hypotheses have 2 requirements: they must fit the known facts and they must be testable. Important questions are:

- Can the variable be measured directly or do you need a proxy variable?
- Can you obtain the data you need given time and resource constraints?
- Is there enough variation in the data to test the hypothesis?

Project evaluators face several challenges when undertaking theory-based impact evaluation of REDD+ interventions. First, and most importantly, understanding socio-ecological systems is difficult because most systems are incredibly complex (Chhatre and Agrawal 2009, Ostrom 2009). In a multilevel framework for understanding socio-ecological systems, Ostrom (2009) identifies more than 40 variables falling within the categories of resource systems, users and units, governance systems, interactions, outcomes and related ecosystems. Thus, identifying which of these sets of variables and relationships are central to understanding the causal pathway between intervention and observed outcomes is a huge challenge.

Another problem is that many theories of change have not been rigorously empirically tested in the field of environment and development. Schreckenberg et al. (2010) note that there is a lack of econometric research showing how conservation and development field projects are correlated with social welfare outcomes; this means that no generic causal models for defining indicators are available. When building a map of the causal chain, findings and inferences are largely dependent on the validity of the programme theory and explanatory analysis. If there are good theories that have been empirically tested regarding elements of successful REDD+ project implementation, theory-based impact evaluation is easier. More often than not, specific theoretical relationships that apply to conservation and development are contested. For example, we have some empirical evidence that groups that are too large or too heterogeneous often hinder successful collective action for sustainable forest management (Potetee and Ostrom 2004); however, the authors of that study stress the uncertainty of their empirical results. More recent studies add to the debate rather than bring resolution (for example, Baland et al. 2007) find that inequality affects cooperation in a non-linear fashion. For a causal model to be fully tested, we need a well-developed theory that allows us to hypothesise the linkages between REDD+ interventions and social welfare outcomes (Reynolds 1998).

Examples of ‘process variables’ to track and formulate hypotheses linking REDD+ interventions to outcomes include:

- forest access;
- tree, forest and forest carbon property and management rights;
- participation in project design and implementation;
- existence of, access to and effectiveness of grievance mechanisms;
- the process by which the project is initiated (top down vs. consultation vs. free, prior and informed consent (FPIC) vs. community initiated);
- information disclosure and sensitisation to project activities;
- information disclosure regarding carbon financial flows;
- social capital;
- intra-community dissent;
- volatility of carbon finance and payments/benefits to population;
- changes in attitudes regarding forest use (is REDD+ creating perverse incentives to increase clearing?);
- existence of, design and effectiveness of benefit-sharing mechanisms;
- effectiveness of how the planned mitigation measures address the actual drivers of forest loss at the project site and reward.
It is likely that to fully understand the causal chain between intervention and outcome, several hypotheses will need to be articulated and tested. Causal processes involving social and ecological systems are generally not linear, nor do they operate in isolation. The GCS-REDD includes the testing of several hypotheses about how REDD+ projects are affecting forest condition and household welfare (Box 8).

Developing and testing a map of the causal chain requires more data than for other impact evaluation methods. Measuring intervening causal mechanisms, defining and operationalising precise treatment exposure, collecting data for a large number of process variables and maintaining extensive longitudinal follow-up with programme participants throughout the duration of implementation can be time consuming and costly (Reynolds 1998). Causal models and specific hypotheses are particularly useful for mapping out data needs. Theories of change or causal pathways provide guidance on specific variables, articulate how variables will be measured (i.e. data collected using quantitative or qualitative methods) and the scale at which the data should be collected. We identify 4 main types of variables: outcome variables; explanatory variables; confounders; and process variables (Worksheet 10). Understanding the causal process of getting from REDD+ intervention to social welfare outcomes often requires a mixed-methods approach. Qualitative data are particularly important as the mechanisms underlying impacts may be quite diverse, including aspects of project implementation (e.g. degree of meaningful and informed participation of local forest users), institutional conditions (e.g. tenure, degree of devolution of management authority, property rights etc.), and community characteristics (e.g. dominance of elites, ethnic heterogeneity, groups and associations focused on forest management or on improving social welfare etc.).

**Box 8. Core hypotheses of GCS-REDD**

CIFOR’s GCS-REDD is testing several hypotheses about how the design and implementation of REDD+ projects affects forests and household welfare. Many of the ideas underlying these hypotheses pertain to questions about how welfare/well-being impacts in REDD+ may in turn affect forest impacts in REDD+. The following are some of the general hypotheses the GCS-REDD will test.

Effectiveness (defined as success in reducing forest emissions and increasing carbon removals) in REDD requires:

1. sufficient attention to efficiency, equity and co-benefits
2. accurate identification of the drivers of deforestation and degradation
3. appropriate interventions that target the drivers of deforestation and degradation
4. prior resolution of contested property rights over land, natural resources and carbon
5. guaranteed local acceptance of, and participation in, REDD+, through, e.g.:
   a. obtaining local permission for REDD+
   b. local education about climate change and REDD+
   c. local involvement in the design and implementation of REDD+
   d. transparency in implementation
6. appropriate targeting of benefits, through, e.g.:
   a. sufficient portion to communities in relation to other stakeholders
   b. household-level benefits as opposed to community-level benefits
   c. ensuring that the poor and women benefit
7. distribution of benefits and costs between the major stakeholders that is considered fair; i.e.:
   a. all major stakeholders have net benefits from the REDD project
   b. legitimacy is supported because no single stakeholder group has a disproportionate share
   c. no group gets benefits that are well above others’ benefits
If there is sufficient variation in the sample’s process variables, it may be possible to formulate hypotheses regarding these factors that can be tested quantitatively using impact evaluation techniques. However, this may not be feasible if the sample size is small or if there is not much variation in the process variable of interest. That is, if you want to test how forest carbon property rights affect forest and welfare outcomes, but either none or all of the villages in your sample have such rights, then there is insufficient variation for empirically testing any hypotheses related to this topic. Even if there is sample variation, it may not be desirable to investigate some causal mechanism hypotheses quantitatively, as that would require oversimplification or artificial categorisation of complex processes/institutional conditions.

In developing causal models, it is important to think about the scale at which you expect to see variation in intervention outcomes. There should be a close synergy between the scale at which intervention activities are implemented and the scale of the analysis of outcomes and impacts. First-generation REDD+ projects focus their interventions at a variety of scales, including the subnational, village or, in the case of PES-type projects, the household level. Collecting only village-level data to understand the effect of a REDD+ project that involves direct payments to households would not provide good information about how individual households are affected. Conversely, if the intervention involves establishing a community health centre in a village, collecting household-level data is going to be of limited interest as all households either benefit or have the potential to benefit from the new public service equally.

There may, of course, be other factors affecting ecological and social outcomes that are important to consider (external and internal to the project site). Ideally, to minimise the chance of these factors confounding identification of impact, data will be collected from both control and REDD+ sites and matched on those factors that may affect outcomes; this will effectively net out the effect of these potential confounders. However, the matching may not be perfect, either on identified factors or on other factors that become apparent over time. For example, if wage rates increase at the control site but not at the REDD+ site (for reasons other than REDD+), this could bias the results. Or another development project—not related to the REDD+ project—could commence at either the REDD+ or the control site. It is essential to think through these possible scenarios a priori and remain alert to these possibilities throughout the study, in order to rule out rival explanations for any differences in observed outcomes at the REDD+ site.

We have highlighted the challenge of identifying and validating the causal pathway from intervention to outcomes. The complex nature of socio-ecological systems means that a large number of variables influence how REDD+ interventions lead to changes in welfare or well-being. Adding to this complexity is the fact that much of the theory surrounding conservation and development interventions has not been tested using methods designed to identify causal effects. Most analyses of sustainable forest management initiatives, integrated conservation and development programmes and community-based forest management are case study analyses that rarely explicitly test hypotheses about the relationships between variables. Embedding an analysis of causal models into a rigorous impact evaluation framework has the potential to yield significant new insights for a wide range of REDD+ and conservation and development practitioners.
4.1 Budgets and evaluation capacity

Evaluation of projects that are meant to serve as pilots or demonstrations is worthy of significant budget support. However, evaluation typically represents a very minor component of most conservation and development project budgets. Furthermore, in the context of REDD+, there is a heavy emphasis on carbon MRV, which can be very costly. In combination, these may make it challenging to allocate sufficient resources to high-quality, evidence-based evaluation of impacts on social welfare. There is a common perception that baseline and control group data collection is very costly, and that the skills involved in designing evaluation studies and processing and analysing data are beyond the scope (and outside the responsibilities) of project staff. However, evaluation of social impacts can be an important way to manage the legal, political and public relations risks of REDD+ by proactively identifying and assembling evidence on those impacts. This evaluation can complement the understanding of project impacts on carbon emissions, as both are mediated by the decisions and behaviours of forest users. For guidance on the various components of an evaluation budget and how to minimise evaluation costs, as well as examples of evaluation budgets, see Bamberger (2006), Bamberger et al. (2004) and Baker 2000.

Proponents and collaborating researchers and evaluators should consider several factors when developing a budget for evaluating social impacts, including the stage of project implementation (i.e. pre-project, in process or post-project); evaluation capacity; and resources available to undertake evaluation. When evaluation begins pre-project, the most rigorous—but also the most expensive—research designs are feasible. These involve collecting data from treatment (and preferably also control) areas or forest users before the intervention begins. Based on the data collected in this initial stage, it may be possible to identify a subsample of controls who are well matched to treated forest users, and limit later data collection only to those matched controls. Nonetheless, these research designs are inherently more expensive because they involve multiple rounds of fieldwork over an extended time frame.

We propose the following framework for deciding on the impact evaluation design you can undertake for a given budget level.

- **High budget for evaluating social welfare impacts:** Undertake detailed household surveys for a large number of households; collect data for carefully selected control and impact sites; triangulate findings with key informant interviews and village meetings; undertake causal chain mapping before, during and after intervention for a number of defined qualitative and quantitative indicators.

- **Medium budget for evaluating social welfare impacts:** As for high budget, but use a smaller number for household surveys and stratify samples by identity group (e.g. income,


ethnicity, gender, occupation); results have a lower confidence interval; causal chain mapping may involve less frequent and less data-intensive hypothesis testing.

• **Low budget for evaluating social welfare impacts:** Employ participatory methods at village level with data collection before and after, in control and impact sites, or both; use retrospective methods if no 'before' data are available; use participatory methods at intervals to understand how the REDD+ project is being implemented to map the causal chain.

Evaluation capacity is a constraint that many project proponents may find daunting. There are 2 major considerations. First, does the project have staff or collaborators with the necessary skills and training to collect the data required for an impact evaluation? A focus on local social impacts necessitates the collection of data at the village and household levels, but village and household survey formulation and implementation require a range of different skills and capabilities. The resources provided by CIFOR’s GCS-REDD include materials for implementing socio-economic surveys (see Annex C). For additional resources for developing and implementing surveys focused on social welfare and forest/environmental dependence, see Angelsen et al. 2011. The second consideration is the availability of someone to process and analyse the collected data. The necessary basic data analysis skills include the ability to manipulate, clean and document datasets, calculate descriptive statistics and run regression models and matching routines. See Annex B.1 for an overview of impact evaluation resources.

We emphasise that evaluation of social impacts should be included in a project’s design and implementation plans before the project starts. This allows for the most flexible approach to evaluation, and also increases the likelihood of resources being invested in impact evaluation. We reiterate that the costs of estimating social impacts are likely to be significantly less than the costs of carbon MRV, and that investment in estimating these impacts is justified given that the livelihoods impacts of REDD+ are likely to be a major determinant of its political and social viability and the permanence of its contributions to climate change mitigation.

### 4.2 Ethical considerations

Any type of research involving people can pose a risk to those people; project proponents, researchers and other stakeholders have an obligation to protect them from those risks. One commonly accepted set of principles for behavioural and biomedical research on human subjects is the Belmont Report (1979). It defines 3 principles for ethical human subject research:

1. **respect for and protection of the individual’s autonomy**
2. **do no harm and beneficence (i.e. secure the individual’s well-being)**
3. **justice (i.e. equitable distribution of costs and benefits of research)**

One requirement resulting from these principles is that researchers must obtain a potential research subject’s free, prior and informed consent (FPIC) to participate in the research. This is a fundamental, but complex, tenet of human subject research. On the one hand, researchers must give potential participants enough information about the study so that they can make an informed decision about whether they want to participate. On the other hand, if researchers give participants too much information about the phenomena they are studying, they may undermine some of their own research questions. For example, in the GCS-REDD study, CIFOR researchers are trying to gauge study participants’ knowledge of REDD+. This requires striking a delicate balance between informing potential survey respondents about the subject of the study and yet not explaining the local REDD+ project in such detail that it is no longer possible to assess local knowledge of REDD+ and how well project developers have informed the local population.

Confidentiality is another important issue for research involving human subjects. Application of the ‘do no harm’ and beneficence principle means that researchers need to assess and protect respondents from any potential risks of participating in the study. In the context of REDD+ projects, it is possible to imagine risks from revealing information such as the quantity of forest products illegally harvested or negative
feelings about how the project is being implemented. Evaluators should therefore take care to ensure that individual households, key informants and villages are not identified by name in any reports, and that data are stored securely. Each household, village, key informant, proponent etc. should be given a unique numeric identifier. After data are entered, any information that could be used to trace specific individuals (e.g. names or GPS coordinates for households) should be removed from shared datasets. However, for the BA or BACI research designs, this identifying information must be maintained in the master dataset, so that those same respondents can be revisited and the data matched in the ‘after’ phase.

Application of the justice principle implies that the costs and benefits of the research are equitably distributed. Recognition of this principle is important when we consider that research involving long interviews and community meetings is quite extractive in nature and people’s time is valuable. The beneficence principle explicitly embraces the notion that participants should benefit in some way from the research. This means that researchers should return to the community after study completion to deliver and explain the results and their implications. Knowledge of project outcomes provides local resource users with information they can use to advocate for favourable social change. Many social science researchers also believe it is appropriate to compensate respondents for their time with a small cash or in-kind gift.

The combination of FPIC and the beneficence principle suggests that researchers should explain the potential benefits of their research (or lack thereof). This is challenging because it is clearly too early to say what are the potential gains to individuals living in REDD+ project sites. Much depends on what happens with international climate negotiations, the market for carbon and the willingness of the donor community to continue to support REDD+ initiatives until market mechanisms fall into place. What is clear is that project proponents, civil society organisations, researchers and other interested parties should be very careful not to raise expectations about REDD+ and to present the potential gains from REDD+ projects in a neutral manner.

Finally, we return to the concept of FPIC, which is as applicable to projects as it is to research. For example, the 2007 UN Declaration on the Rights of Indigenous Peoples upholds the rights of populations to give or withhold their FPIC for activities affecting their lands and resources. Experts have noted that involving the local population in monitoring and evaluating social and environmental impacts is an effective way to ensure that potential and actual impacts are understood (Colchester and Ferrari 2007, Forest Peoples Programme 2008). Such understanding is a precondition for populations giving their FPIC. Furthermore, this understanding needs to be constantly updated, as FPIC is supposed to be an iterative process, with new information and continued grants of consent flowing back and forth between parties.

Many project proponents are actively seeking ways to involve the local population in the design, implementation and monitoring of the project. Jenkins (2010) identifies 5 levels of community participation in research (Figure 5), which could also apply to project implementation.

Of course, involving the local population in evaluation of social impacts or carbon MRV may present risks to project developers: what if the population becomes aware of negative impacts or realises that they are receiving only a small share of the international price for forest carbon offsets? However, involving communities in research could also further understanding of the project and help prevent misunderstandings and unreasonable expectations. Finally, we note that broadening involvement in research—e.g. involving the local community and project proponent in developing causal models, identifying appropriate indicators and interpreting results—can improve the quality of the research, making it more relevant and less susceptible to bias or misinterpretation by any one party to the collaborative research process (cf. Rao 2002 and Udry 2003).

![Figure 5. Levels of community participation in research](Source: Jenkins (2010))
Moving ahead with realising REDD+: Guidance for learning about social impacts

This guide is solidly focused on evaluating the social impacts of REDD+ interventions. The aim of our discussion is to provide the rationale and tools for project proponents, donors, civil society organisations and local resource users to maximise learning from first-generation REDD+ projects. We have argued that evaluation of social impacts should not be an afterthought, or a minor addition to an M&E plan squarely focused on assessing the biophysical outcomes attributable to REDD+ projects. Rather, it should be a central component of the M&E plans and budgets of project proponents.

Our discussion encompasses 4 core elements:

1. A new standard of rigour is required for evaluating environment and development interventions. REDD+ projects present an excellent opportunity to bring a rigorous results-based approach to learning, which will inform the global discussion on the effectiveness of REDD+ interventions for achieving favourable environmental and social objectives. REDD+ is particularly well positioned to do this because REDD+ projects by their nature require rigorous evaluation of impacts (i.e. otherwise carbon credits will not be sold), and because the considerable investment in REDD+ projects suggests that results-based evaluation is important and can be integrated into project budgets.

2. Understanding the process by which outcomes are achieved is critical to the learning process. Results-based impact evaluation is extremely informative about what happened as a result of a REDD+ intervention. However, learning from first-generation projects, including lessons for scaling-up REDD+ to the national and subnational levels, requires analysis of why observed changes in social welfare occurred. Lessons for future REDD+ initiatives must come from careful consideration of the causal mechanisms underlying observed outcomes. Developing and mapping a causal chain and testing theories of change using both qualitative and quantitative data is the best way to develop an understanding of what specific mechanisms have led to observed outcomes.
4. We have provided guidance on important considerations related to budgeting, evaluation capacity and ethical considerations for evaluating the social welfare impacts of REDD+ projects. We have argued that clearly understanding the social welfare impacts of REDD+ is essential for learning how to design future REDD+ initiatives that will be sustainable and equitable, and as such, resources should be invested in evaluating social impacts. We have provided guidance on how to ethically approach evaluating REDD+ projects. Great care should be taken to ensure that local forest users living in REDD+ intervention sites, as well as those who fall within control group sites, are protected from risks involved in participating in evaluation activities.

Our best estimate is that there are approximately 150 REDD+ projects being planned throughout the developing world. These projects lay the foundations for future forest-based climate change mitigation projects, programmes and policies. Past M&E work undertaken by project developers, researchers and evaluators in conservation and development and in early forest carbon projects has failed to yield a coherent set of principles for what works and what doesn’t work with respect to reducing deforestation and forest degradation whilst doing no harm to or improving the welfare of local forest users. The global push to provide proof of concept using first-generation REDD+ projects requires concerted commitment to rigorous learning.

Our final point is that the universe of REDD+ projects is extremely heterogeneous. Projects are led by a diverse range of proponents, and are implemented using a wide array of implementation strategies and benefit-sharing agreements. This diversity highlights the need for rigorous methods that get to the heart of attribution (i.e. what is the impact of the REDD+ project on the well-being of local people?), and an understanding of why the project had the observed effect. The aggregation of information on attribution, and the reasons for relative successes or failures of REDD+ interventions, will move us collectively towards a clearer picture of how to move ahead with realising REDD+. A global learning initiative is required.
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Attribution: Identifying the cause(s) of observed outcomes by eliminating rival explanations.

Attrition: Exit of an individual, household, site or other unit of analysis from a study sample due to a change in status or eligibility, migration, inability to be located, voluntary resignation, or any other reason.

Average treatment effect (ATE): The average (mean) effect of a treatment on the population or sites of interest, calculated by subtracting the average effect in the control group from the average effect in the treatment group if and only if every person/site in the general population has an equally likely chance of being assigned to the treatment group. Due to this assumption of randomised treatment, calculation of ATE is only possible through experimental research design.

Average treatment effect on treated (ATT): The average (mean) effect of a treatment on the population or sites of interest, conditional on these populations or sites receiving the treatment. Calculated by subtracting the average effect in the control group from the average effect in the treatment group. Also denoted as TOT.

Baseline: (1) In impact evaluation and many other fields, ‘baseline’ is used to describe initial, pre-project conditions. (2) In REDD+, ‘baseline’ is often used interchangeably with ‘reference emission level’ to refer to the amount of deforestation/degradation emissions estimated to have occurred in the absence of REDD+ (Angelsen 2008a). (3) Angelsen et al. (2009) point out the critical conceptual distinction between business as usual (BAU) baselines and crediting lines. Crediting lines are the forest loss level that parties agree must be ‘beaten’ in order to demonstrate reductions and receive payments, which may differ from BAU baselines projected by scientists. Reference level sometimes is used to refer specifically to the crediting line.

Co-benefits: Benefits arising from REDD+ in addition to climate mitigation benefits, such as conserving biodiversity, enhancing adaptation to climate change, alleviating poverty, improving local livelihoods, improving forest governance and protecting rights.

Confounding variable (or confounder): A characteristic that influences both the likelihood of participation in or response to the intervention and the outcomes of interest. The effects of such characteristics must be controlled for through research design and statistical techniques in order to identify an intervention’s true impact.

Consumption: The value of goods purchased and/or consumed by a household.

Control: The population/site that is not affected by the treatment or intervention.

Counterfactual: What would have happened to the population/site of interest in the absence of the intervention. Because this hypothetical state is never actually observed, it must be estimated through modelling, observing outcomes at a control site, constructing a control group through quasi-experimental impact evaluation techniques or some combination thereof.

Covariate matching: Matching control and treatment units on the ‘distance’ between those variables that might affect the outcome(s) of interest and thus be confounding (covariates). The ‘distance’ is a weighted average of all covariates, where the weights are the inverse of variance.

Deforestation: The long-term or permanent conversion of land from forest to non-forest. The UNFCCC defines ‘forest’ as an area with minimum crown cover of 10–30%.
Degradation: Alteration of forest that reduces forest density and forest carbon but does not result in conversion to non-forest.

Experimental impact evaluation: See ‘Randomisation’.

Explanatory variable: A variable used to explain or to predict changes in the values of the dependent variable. Also known as an independent variable.

External validity: Generalisability of results to the broader (general) population of interest.

Forest loss: Encompasses both deforestation and degradation.

Gini coefficient: A measure of the inequality of a distribution.

Grievance mechanism: An institution established for the purpose of addressing the concerns of individuals and communities affected by a specific conservation and/or development project, programme or policy.

Impact evaluation: A specific set of research designs and methods for assessing and understanding the impacts of public policies, programmes and projects that makes specific effort to determine the extent to which the measured effects (both intended and unintended) can be attributed to the intervention and not to other causes (Khandker et al. 2010). This set of methods includes both experimental and quasi-experimental techniques. Also called ‘programme evaluation’.

Impact heterogeneity: Differences in impact across subpopulations.

Income: Value-added production to fixed assets; the value of all production minus the value of purchased inputs (but not minus the value of household labour or natural capital, such as forest).

Instrumental variable: A variable that is correlated with the likelihood of receiving the treatment but is not correlated with any unobserved characteristics that may affect the outcomes of interest. Such a variable can be used to ‘instrument’ for the treatment and identify impacts using the quasi-experimental instrumental variables method.

Internal validity: Accuracy of estimated causal effect and impact within the selected study sample.

Leakage: The amount of deforestation/degradation emissions reduced by a project or programme that is effectively cancelled out because the forest loss activities are shifted to another location outside the project/programme boundaries.

Multivariate regression: Statistical technique that simultaneously analyses the relationships between a dependent variable and multiple independent variables (or ‘predictors’ or ‘explanatory variables’) by estimating how the value of the dependent variable changes as each independent variable changes while the effects of the other independent variables remain constant. Allows the analyst to identify the significance of independent variables (i.e. whether they account for much change in the dependent variable) as well as the magnitude of their effects.

Panel data: Observations from the exact same unit (e.g. the same individual, same household) at multiple points in time.

Process variable: A variable that captures a key attribute of project/programme design and implementation that may affect how the intervention leads to outcomes.

Propensity score: The probability of a unit being assigned to the treatment group given a set of observed characteristics. Used to match control and treatment units in the quasi-experimental propensity score matching (PSM) method.

Proponent: The REDD+ project proponent is the individual or organisation that has overall control and responsibility for the design and implementation of the project.

Quasi-experimental impact evaluation: Methods that use information about the treatment group to select or statistically construct control groups. These methods include Before–After/Control–Intervention (BACI), Propensity Score and Covariate Matching, Regression Discontinuity Design, and Instrumental Variables.
Randomisation: Assigning participants to either the control or the treatment group totally by chance, with no relation to any other factor (e.g. by the flip of a coin). When control and treatment groups are formed by randomly selecting individual persons or sites from the general population of interest, both groups should be representative of the general population and possess the same average and distribution of characteristics. Also called ‘Experimental Impact Evaluation’.

REDD+: Projects, policies and programmes aimed at reducing emissions from deforestation and forest degradation and conserving, sustainably managing and enhancing forest carbon stocks. The ‘+’ refers to the recent expansion of the accounting and incentives scope to the latter 3 activities.

Reference emission level (REL): See ‘Baseline’.

Remote sensing (of forests): Satellite imagery of forests, which can be used to detect changes in area over time and, in some cases, disturbance.

Retrospective data and analysis: Using only data available in the current time period to reconstruct the ‘before’ (pre-intervention) conditions in order to make a comparison between the ‘before’ and ‘after’ conditions and establish attribution. Sources of retrospective data include remote sensing images and archival or government records; data can also be collected from experts and study participants by asking them about pre-project conditions and their perceptions of what factors, including the intervention, may have caused any perceived changes in conditions over time.

Rival explanations: Other possible explanations for observed changes in outcomes besides the intervention (‘treatment’) being studied. Impact evaluation techniques use methods that can robustly eliminate rival explanations, with some being able to eliminate both observable and unobservable explanations.

Sampling frame: The actual set of units from which a sample has been drawn.

Selection bias: A characteristic of the treatment or intervention group that makes members of a group more likely to participate in and/or respond to the intervention in a certain way and makes them systematically different from the control group and the general population.

Spillover: Effects of the intervention on populations or areas that are not directly involved in/affected by the intervention. Includes both positive and negative effects. Despite careful selection/construction of control groups by the researcher, there still may be spillovers that affect the control group.

Treatment: The programme, policy, project or intervention under study.

Validation: Independent third-party assessment of a project plan or design against defined standards, e.g. to determine eligibility for a certification standard, such as the Voluntary Carbon Standard (VCS) or the Climate, Community and Biodiversity Alliance (CCBA) standards.

Verification: Independent third-party assessment of the actual emissions reductions (in the case of VCS) or co-benefits (in the case of CCBA) achieved by a particular forest carbon project.

Welfare: The human condition, typically measured in economic terms.

Well-being: The human condition. It can be measured in economic terms as with welfare, but can also be more broadly construed to consider other aspects such as physical and psychological well-being; access to education, health care and other services; participation in and control over decisions affecting one’s life; and risks and opportunities.
Annex A. Worksheets

Worksheet 1
Definitions of impact evaluation and REDD+ terms

Some readers of this guide may be quite familiar with REDD+, but new to the field of impact evaluation; others may be more familiar with impact evaluation than they are with the rapidly evolving world of REDD+. The purpose of this worksheet is to define key terms from both these fields that are used frequently in this guide.

A few key concepts underpin the design of both REDD+ and impact evaluations; however, these are often described using different terminology (see Table 1).

First, impact evaluation focuses on constructing the unobservable ‘counterfactual’ outcome—what would have happened to the area or people targeted by an intervention in the absence of that intervention. Counterfactual thinking is also a distinguishing feature of REDD+. Because it is results based, with payments conditional on new net reductions in carbon emissions, REDD+ requires explicit consideration of counterfactual scenarios. Most commonly, this is the amount of forest loss (or reforestation) that would have occurred in the absence of the project or programme. This concept is referred to as the ‘reference emission level’ (REL) or ‘baseline’ in REDD+ (Angelsen 2008a). Whilst RELs and ‘baselines’ are frequently used interchangeably in REDD+, the REL concept is more rigorously defined in practice and forms the crediting line for REDD+ projects. RELs are the product of political negotiations—they are the level of forest loss that parties agree must be beaten in order to demonstrate reductions and receive payments. The term ‘reference emission level’ sometimes refers specifically to the crediting line, which in turn may be the same as a BAU baseline projected by scientists but in practice is likely to be adjusted by various factors. The term ‘counterfactual’ as used in impact evaluation is closest to the term BAU baseline in REDD+. The term ‘baseline’ is also used in impact evaluation to mean initial, pre-project conditions.

Another concept in both fields is ‘spillovers’. A key underlying assumption of impact evaluation methods is that treatment of one unit (e.g. a village or household in the project) does not influence the outcomes of other units (e.g. villages or households not in the project). In reality, public policy interventions do often induce changes in the economy or environment that result in positive or adverse effects on other populations or areas. These effects are known as ‘spillovers’, and impact evaluation is designed either to exclude these (by selecting controls unlikely to be affected by participants) or to test for these (e.g. via multilevel randomisation including subsamples believed to be subject to spillover effects). In REDD+, this is conceptualised as the leakage problem: We can always expect a certain amount of deforestation/degradation ‘stopped’ by REDD+ to continue by simply being moved outside the project/programme boundaries.

Impact evaluation terms

**Attribution:** Identifying the cause(s) of observed outcomes by eliminating rival explanations.

**Confounding variable (or confounder):** A characteristic that influences both the likelihood of participation in or response to the intervention and the outcomes of interest. The effects of such characteristics must be controlled for through research design and statistical techniques in order to identify an intervention’s true impact.

**Control:** The population/site that is not affected by the treatment or intervention.

**Counterfactual:** What would have happened to the population/site of interest in the absence of the intervention. Because this hypothetical state is never actually observed, it must be estimated through modelling, observing outcomes at a control site, constructing a control group through quasi-experimental impact evaluation techniques or some combination thereof.

**Experimental impact evaluation:** See ‘Randomisation’.

**Explanatory variable:** A variable used to explain or to predict changes in the values of the dependent variable. Also known as an independent variable.

Table 1. Same concept, different terms: comparison of key impact evaluation and REDD+ terminology

<table>
<thead>
<tr>
<th>Concept</th>
<th>Described in impact evaluation as…</th>
<th>Applied to deforestation and described in REDD+ as…</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate of what would have happened in the absence of the intervention</td>
<td>Counterfactual</td>
<td>BAU, Baseline</td>
</tr>
<tr>
<td>Intervention’s effect on populations or areas that are not directly involved in/covered by the intervention</td>
<td>Spillovers</td>
<td>Leakage</td>
</tr>
</tbody>
</table>
**External validity:** Generalisability of results to the broader (general) population of interest.

**Impact evaluation:** A specific set of research designs and methods for assessing and understanding the impacts of public policies, programmes and projects that makes specific effort to determine the extent to which the measured effects (both intended and unintended) can be attributed to the intervention and not to other causes (Khandker et al. 2010). This set of methods includes both experimental and quasi-experimental techniques. Also called ‘programme evaluation’.

**Impact heterogeneity:** Differences in impact across subpopulations.

**Internal validity:** Accuracy of estimated causal effect and impact within the selected study sample.

**Process variable:** A variable that captures a key attribute of project/programme design and implementation that may affect how the intervention leads to outcomes.

**Quasi-experimental impact evaluation:** Methods that use information about the treatment group to select or statistically construct control groups. These methods include Before–After/Control–Intervention (BACI), Propensity Score and Covariate Matching, Regression Discontinuity Design, and Instrumental Variables.

**Randomisation:** Assigning participants to either the control or the treatment group totally by chance, with no relation to any other factor (e.g. by the flip of a coin). When control and treatment groups are formed by randomly selecting individual persons or sites from the general population of interest, both groups should be representative of the general population and possess the same average and distribution of characteristics. Also called ‘Experimental Impact Evaluation’.

**Sampling frame:** The actual set of units from which a sample has been drawn.

**Selection bias:** A characteristic of the treatment or intervention group that makes members of that group more likely to participate in and/or respond to the intervention in a certain way and makes them systematically different from the control group and the general population.

**Spillover:** Effects of the intervention on populations or areas that are not directly involved in/affected by the intervention. Includes both positive and negative effects.

**Treatment:** The programme, policy, project or intervention under study.

**REDD+ terms**

**Baseline:** (1) In impact evaluation and many other fields, ‘baseline’ is used to describe initial, pre-project conditions. (2) In REDD+, ‘baseline’ is often used interchangeably with ‘reference emission level’ to refer to the amount of deforestation/degradation emissions estimated to have occurred in the absence of REDD+ (Angelsen 2008a). (3) Angelsen et al. (2009) point out the critical conceptual distinction between business as usual (BAU) baselines and crediting lines. Crediting lines are the forest loss level that parties agree must be ‘beaten’ in order to demonstrate reductions and receive payments, which may differ from BAU baselines projected by scientists. Reference level sometimes is used to refer specifically to the crediting line.

**Deforestation:** The long-term or permanent conversion of land from forest to non-forest. The UNFCCC defines ‘forest’ as an area with minimum crown cover of 10–30%.

**Degradation:** Alteration of forest that reduces forest density and forest carbon but does not result in conversion to non-forest.

**Forest loss:** Encompasses both deforestation and degradation.

**Leakage:** The amount of deforestation/degradation emissions reduced by a project or programme that is effectively cancelled out because the forest loss activities are shifted to another location outside the project/programme boundaries.

**Proponent:** The REDD+ project proponent is the individual or organisation that has overall control and responsibility for the design and implementation of the project.

**Reference emission level (REL):** See ‘Baseline’.

**REDD+:** Projects, policies and programmes aimed at reducing emissions from deforestation and forest degradation and conserving, sustainably managing and enhancing forest carbon stocks. The ‘+’ refers to the recent expansion of the accounting and incentives scope to the latter 3 activities.

**Validation:** Independent third-party assessment of a project plan or design against defined standards, e.g. to determine eligibility for a certification standard, such as the Voluntary Carbon Standard (VCS) or the Climate, Community and Biodiversity Alliance (CCBA) standards.

**Verification:** Independent third-party assessment of the actual emissions reductions (in the case of VCS) or co-benefits (in the case of CCBA) achieved by a particular forest carbon project.
Measuring welfare and well-being outcomes

Introduction
What is the best way to measure welfare and well-being? This is as much a philosophical question as it is a practical and empirical one. To some, traditional measures of welfare seem most appropriate (i.e. income or consumption); for others, measures of happiness, health or ability to exercise rights are equally important. There are also debates over which indicators of well-being can feasibly be accurately measured. Competing conceptions of welfare and well-being have produced numerous tools and methods for measuring and tracking changes in the human condition. The various tools/methods can be grouped into 5 categories: (1) measuring income, either as value-added production to household fixed assets or as consumption, using definitions that are comparable across sites; (2) accounting of capital or assets, with indicators that may be subjective and locally defined; (3) measuring physical well-being (health and nutrition status); (4) measuring perceptions or well-being and change in well-being (e.g. happiness); and (5) using indicators of rights, livelihood security/vulnerability and opportunities. Each approach has its own strengths and weaknesses. Approaches that employ multiple methods can help to minimise weaknesses and provide a more holistic characterisation of well-being. Ideally, standardised quantitative measures (1 or 3) should be combined with a method that elicits people's own perceptions of their well-being (2, 4 or 5). Several commonly used tools and methods for measuring welfare and well-being are reviewed in Annex B.

Measuring value added to household fixed assets
In rural areas of developing countries, income is typically measured as ‘value added’ to household fixed assets, or the value of all production minus the value of purchased inputs (but not minus value of household labour, or value of natural capital such as land or forest). Income can be either invested/saved or used for consumption. Development economists often measure welfare using consumption data. Tracking people's consumption may be easier than tracking income where there is a high degree of participation in subsistence activities (Sahn and Stifel 2002). Consumption smoothing (i.e. balancing out spending and savings to attain and maintain the highest possible living standard) means that there is less variability in consumption data than in income data. Further, it is often easier and more comfortable for respondents to recall and report consumption—especially if cash expenditures form a large portion—than income.

Because REDD+ interventions are likely to affect access to forest resources, which in turn affects forest dependence, careful attention should be given to the best methods for capturing the impact of changes in forest access on the welfare of forest users. Due to the seasonal nature of consumption and sale of most forest products, and the common subsistence use (i.e. direct consumption) of many forest products, data on full annual income (subsistence and cash) and full consumption (subsistence and expenditures) provide the most holistic picture of rural livelihoods (Vedeld et al. 2004). The Household Questionnaire for GCS-REDD includes questions to illicit data for full income accounting (Box 1).

Advantages of measuring welfare in income and consumption terms include the detailed picture these present, which might be necessary for detecting variance in welfare distribution between subgroups (i.e. who gains and who loses). Further, because these metrics are standardised, they can be used to compare impacts across sites. The fact that they are standardised and objective and that they aim to provide a complete accounting of household welfare also means that these metrics should be able to capture unintended or unexpected effects of REDD+ projects, such as loss of certain income sources or overall welfare declines.

However, several challenges are associated with collecting data on annual household income or...
consumption over a long period of time, including memory lapses due to long recall periods (Cavendish 2002) (see Worksheet 6 for a discussion of methods that involve recall data to establish ‘before’ conditions). The recall period for accurately reporting the quantity of goods consumed or collected regularly may be as short as 48 hours (Wilkie personal communication). Another challenge is the sensitive nature of forest product harvesting; often a large share of forest products are illegally harvested, making respondents cautious about revealing too much information about forest income or consumption. Further, summing up the total value of income or consumption requires prices (value weights) for all products, which can be challenging for subsistence products that are consumed directly by the household. Finally, collecting and processing household income and consumption are very time consuming and require evaluators to have basic skills in aggregating and summarising quantitative data.

**Asset-based approaches**

Asset ownership is frequently used to assess the welfare or poverty status of households in developing countries for several reasons. First, assets are not subject to short-term fluctuations of income and consumption, and therefore provide information on households’ structural income levels and underlying welfare (Cohen and Barnes 1996, Carter and May 2001, Filmer and Pritchett 2001). Second, they are more straightforward to measure than alternative indicators such as household income, agricultural profit or consumption expenditure (McKenzie 2005, Vu et al. 2010). Income and consumption data are time consuming to collect and are subject to considerable measurement error (Sahn and Stifel 2003). As well as its direct contribution to household well-being, asset ownership can provide an indication of the vulnerability of households (Moser 1998) and their ability to move out of poverty (Sahn and Stifel 2003). Ownership of productive assets determines the income-generation strategies available to households (Adato et al. 2006, Carter and Barrett 2006), whilst ownership of assets such as cattle allows consumption smoothing where credit markets are incomplete (Siegmund-Schultze et al. 2007). As a result, a household’s current circumstances can be closely related to its past wealth (Barrett et al. 2006). Another advantage is that asset portfolios that characterise the relatively wealthy and the relatively poor can be locally defined. For example, the CIFOR’s GCS-REDD develops a village-specific scale of the values of materials used in home construction (see Section 4 of GCS-REDD Technical Guidelines). Applying this concept even more broadly, the Basic Necessities Survey uses participatory methods to develop a list of assets that ‘everyone should be able to have and nobody should have to go without’ (Davies 1997). Basic necessities could include such assets as a bicycle, a quarter hectare of farmland, 3 meals per day or access to a school—the list is unique to each community. Standardisation of asset indices allows for cross-community comparisons.

There are limitations to using asset lists and metrics of well-being that are locally defined. For example, if an intervention raises people’s expectations about what every household should have or changes their conceptions about what constitutes a relatively poor household, this will complicate comparisons of the ‘before’ and ‘after’ periods. Even without the project intervention, changing technology and socio-economic conditions are likely to result in changes in the locally relevant assets. GCS-REDD seeks to avoid this problem by asking about a very extensive list of assets (see Section 2 of the Household Questionnaire). Further, asset-based measures might miss key sources of income and consumption critical to our understanding of the effect of REDD+ interventions on well-being, such as the relative importance of forest products to rural livelihoods. Finally, assets may change slowly, relative to income and consumption, and thus may not be a very sensitive measure of medium-term project impacts.

**Approaches based on physical well-being**

Some approaches to assessing welfare emphasise the importance of physical well-being. Good health in itself may be viewed as a valid quality of life measure, and certain health measures are strong predictors of economic development (e.g. infant mortality and GDP are highly correlated). Many prominent welfare and well-being indices make use of health measures. For example, the United Nations Development Programme’s (UNDP) Human Development Index (HDI) considers health (along with literacy, school enrolment rates and per capita purchasing power parity GDP) by measuring life expectancy at birth. Similarly, the new Multidimensional Poverty Index (created by the UNDP in 2010 to better measure acute poverty in developing countries) considers child mortality and nutrition (i.e. presence of malnutrition in household) along with 8 other indicators of education and standard of living (Alkire and Santos 2010). Malnutrition can be assessed by collecting data for a variety of anthropometric measures including comparing a respondent’s body...
mass index (BMI) to the average for their height, or by measuring their mid-upper-arm circumference and comparing the data with the average circumference for people of similar heights. Both of these approaches can be combined with information on self-reported illness (as well as asset and income measures) to assess the well-being of local households.

**Perceptions of well-being or happiness**

Survey respondents can be asked directly for their own assessment of their households’ well-being. For example, 2 questions in the GCS-REDD household questionnaire are: ‘Has your household’s income over the past 2 years been sufficient to cover the needs of the household?’ and ‘Overall, what is the well-being of your household today compared with the situation 2 years ago?’ (see Section 4 of the GCS-REDD Household Questionnaire). Rural households can be asked directly about what constitutes well-being in their local context, and how their household or some group of households compares with those who are perceived to be better off or worse off. In this context, well-being is generally understood as the sum of many factors including endowments of financial, physical, social, human and natural capital as well as general psychological happiness. Data on objective measures of happiness such as the number of times a respondent smiles or laughs during an interview can also serve as an important indicator of overall well-being.

**Approaches based on rights, livelihood security/vulnerability or opportunities**

Another set of approaches to measuring well-being focuses on people’s ability to exercise rights, take advantage of opportunities or adapt to economic shocks (either covariate shocks that affect all households such as droughts or floods, or idiosyncratic shocks that affect a single household or some subset of households such as the death of a productive-aged household member). These approaches tend to rely heavily on qualitative and participatory methods and therefore yield rich information about how livelihoods and the forces that affect them are changing in a particular location. For example, the Basic Assessment for Human Well-being approach seeks to understand whether ‘concerned stakeholders have acknowledged rights and means to manage forests cooperatively and equitably’ (Colfer et al. 1999). The emphasis on food security in some approaches (e.g. CARE 2002) may be particularly appropriate in the context of climate change and facilitate identification of vulnerabilities early in the project cycle to help improve design of interventions for both climate change mitigation (i.e. REDD+) and adaptation.

**Including locally provisioned ecosystem services in your assessment**

Intact forests provide critical ecosystem services to local communities by provisioning forest products and clean water, protecting against floods and storm surges and mitigating the spread of vector-borne disease. If these ecosystem services are important inputs to production, then they should be captured in income accounting; if they are important inputs directly to utility (spiritual values), then additional indicators will be required to capture changes in their availability and value. Locally provisioned ecosystem services may be important intermediate variables in the causal chain from a REDD+ project intervention to changes in welfare (i.e. the theory of change). To directly examine changes in the value of these ecosystem services, non-market valuation techniques from environmental economics can be used to convert these assets, services and subsistence ‘income’ into monetary values so they can be bundled and compared with other measures of income or consumption. Consideration of such natural services and assets in both the social reference scenario and project site measurements is likely to be critical to capturing the full benefits that REDD+ interventions provide to local populations.

**Which welfare or well-being indicator/method to choose?**

This worksheet has reviewed several commonly used approaches for collecting data on changes in welfare and well-being. A summary of the strengths and weaknesses of various approaches is given in Table 1. Perhaps most important for understanding the welfare impacts of REDD+ interventions is the ability to measure changes in forest dependence over time, and to use measures that are likely to retain their relevance in both pre- and post-intervention periods.
<table>
<thead>
<tr>
<th></th>
<th>Measuring value added to household fixed assets</th>
<th>Assets or capital</th>
<th>Health</th>
<th>Rights, opportunities and vulnerabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides direct measures of forest dependence</td>
<td>Yes</td>
<td>Yes, if include forest harvesting equipment, participation in forest user groups etc.</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Good for measuring short-term changes</td>
<td>Yes</td>
<td>Maybe</td>
<td>Maybe</td>
<td>Maybe</td>
</tr>
<tr>
<td>Can use locally defined measure</td>
<td>No (except for local prices or value weights for subsistence goods)</td>
<td>Yes</td>
<td>Yes, taking into account regional context</td>
<td>Yes</td>
</tr>
<tr>
<td>Requires quantitative data collection</td>
<td>Yes</td>
<td>Usually</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
Worksheet 3

Experimental research design: randomisation

Introduction

One problem that is often present when participation is voluntary and/or targeted to a group with particular characteristics is ‘selection bias’. Selection bias results in a ‘treatment’ group fundamentally different from the general population in terms of characteristics that could influence how they respond to the intervention. Selection bias therefore poses a challenge for robustly identifying the impacts of many public policy interventions (e.g. job training programmes, poverty reduction initiatives, payments for ecosystem services programmes), because these interventions are by definition targeted to certain groups (e.g. unemployed, poor, those living close to protected areas) or voluntary. Even in programmes that are not explicitly targeted, there may be selection bias. For example, national parks across the world tend to be established in remote areas far from roads and markets (Joppa and Pfaff 2009). Because remote areas tend to be under less deforestation threat and have poorer populations than areas closer to roads, selection bias complicates the identification of the impact of park establishment on forests and people.

In the natural and health sciences, volunteering to receive a treatment is generally not a problem, and other forms of selection bias are avoided by careful sample design. Medical researchers seek to control selection bias by randomised trials that assign volunteers to either the control or the treatment group. Because treatment is randomly assigned, the control and treatment groups should be similar in terms of the average and distribution of characteristics that may affect how they respond to the intervention. This eliminates selection bias, and effectively reduces the ability of these characteristics to confound identification of the treatment’s impact. Randomisation does a better job of eliminating selection bias than the quasi-experimental methods discussed in this guide (i.e. matching methods or BACI combined with matching), because it eliminates the effect of both observable (e.g. distance to roads) and unobservable (e.g. motivation) confounding variables. Matching methods, on the other hand, can only control the effect of observable characteristics. BACI plus matching can also control for unobservables that remain constant over time—but not any unobservable characteristics that affect selection and outcomes and that do change over time. With large sample sizes, rigorous implementation of the randomisation design allows impacts to be estimated directly from the differences between treatment and control groups. The estimation of impacts is more robust if studies have large sample sizes and limited or no attrition.

While the idea of randomly locating REDD+ interventions across a landscape may sound unfeasible or undesirable, this research strategy can be applied to a variety of methods and scales. Use of randomised impact evaluation methods in conservation is extremely rare and there are indeed many financial, political and practical challenges in its use (Ferraro 2009). However, many of these challenges also apply to other sectors, and randomisation methods are increasingly used to understand the impacts of development interventions (for example, see the work of the Abdul Latif Jameel Poverty Action Lab). This worksheet provides an overview of the randomisation (or experimental) approach to impact evaluation and discusses practical issues regarding its use in and application to REDD+ interventions. Randomised research designs can yield results that possess both strong internal and external validity. Internal validity is achieved when the effect of potentially confounding variables is controlled for, which ensures that observed outcomes are due to the intervention and not to some other factor or set of factors. External validity is achieved when it is ensured that the results are generalisable to the larger population of interest.

Implementing randomisation

The distinct advantages of the randomisation design (no selection bias and robust estimation of impacts) may be outweighed by some of the practical challenges to its implementation. A common concern is whether it is ethical to withhold the programme from those who could potentially benefit from it. Another critique relates to the problem of external validity or how generalisable the results are to the larger population of interest. Some question whether the results from randomised studies can tell us much about what the results would be like in the real world (Ravallion 2009). One problem is that some interventions, such as regional or national policy change, cannot effectively be randomised. A second problem is that the particular characteristics that affect how the population (or community, forest etc.) responds to the intervention have been cancelled out through the randomised design, yet in the real world, policymakers may target the policy according to those same characteristics. For example, learning about the average impact of REDD+ interventions on Indonesian forests, in general, may be of little policy relevance, because in the real world, we would expect REDD+ policy to target areas under high conversion threat (Box 1 describes this in further detail).

However, both of these concerns about randomisation (ethics and the policy relevance of results) can be addressed by using one of the following implementation strategies.

Phased rollout

Interventions are often rolled out in a phased manner because of logistical and resource constraints. This reality can facilitate evaluation, if the timing of implementation in different areas can be randomised. First, the entire area for a REDD+ intervention is defined. The intervention can be at any scale ranging from a group of villages in a fairly small area to a subnational administrative region. The REDD+ intervention is then implemented in randomly selected villages or landscapes in a staggered fashion. The key is that the first implementation sites are selected...
randomly, allowing those sites that are not initially involved in the REDD+ intervention to serve as controls. These sites then also receive REDD+ interventions at a later date. One important issue to consider is whether the later sites are aware that they will be eligible for the intervention in the future, as this expectation can change behaviour in advance (e.g. conserving forest in the hope of receiving REDD+ payments and other incentives).

The following is a 2-stage randomisation process (Khandker et al. 2010) using a phased rollout design.

**Step 1** Define the characteristics of populations or geographical areas where you expect REDD+ projects to be targeted. This defines the *general population* to which you want to infer your results.

**Step 2** Randomly select a subsample of sites from this general population. This is the first randomisation stage, which defines the *sampling frame* and ensures the results have *external validity*.

**Step 3** Initially implement the REDD+ intervention across a random sample of the selected sites. From the sampling frame, also randomly select a sample of sites to initially serve as controls. This is the second randomisation stage, which ensures that the results have *internal validity*.

**Step 4** Collect data from the project and control sites (ideally before and after project implementation).

**Step 5** Analyse data using difference of means *t*-tests, difference-in-differences estimations or regression analysis.

**Step 6** Identify lessons for improving design and implementation of future REDD+ projects.

**Step 7** Roll out REDD+ intervention in the sites that initially served as controls.

**Oversubscription**

This approach (Khandker et al. 2010) is similar to the phased rollout and also applies to cases where logistical or financial constraints mean that the project proponent cannot implement the project in all targeted sites, or cannot include all households that would like to volunteer (subscribe) for participation. In this method, the area or population that would be considered optimal for or volunteer for participation in REDD+ is first identified, and then a random sample of that group is selected for implementation. Those that cannot be funded serve as controls. Funding constraints frequently (if not always) limit the number of places that can receive conservation and development projects; the oversubscription method requires choosing which places or people will actually participate in the project through random sampling, rather than through political or other factors.

These 2 randomisation designs address concerns about the ethics of using control sites either by making sure that all sites eventually receive REDD+ interventions or by simply accepting the reality that funding often limits the number of sites that can receive interventions. These designs address concerns about external validity and the policy relevance of any findings by carefully defining in the beginning the characteristics of the general area/population where future REDD+ projects are expected to be located.
Worksheet 4

Before–After/Control–Intervention

Introduction
Randomisation is often considered the ‘gold standard’ for evaluating interventions. When it is not possible to randomly select control and treatment groups, the Before–After/Control–Intervention (BACI) design provides nearly as rigorous an approach to evaluating causality, as long as there are no time-varying confounders that cannot be measured. For the BACI approach, control sites must be selected before REDD+ project implementation, so that baseline data can be collected on treatment and control sites. By selecting control sites that are very similar to the REDD+ project sites, it can be expected that social outcomes (on average) would be very similar in both locations, were it not for the REDD+ project. Data on outcomes are collected again at the control and intervention sites after the project is underway; the difference between the changes observed at treatment and control sites is then used to calculate the average impact of the project. This type of analysis is known as ‘difference-in-difference’.

Implementation of the BACI research design does require overcoming some important challenges: first, good control sites may not exist, and second, there is often resistance to investing time and resources in identifying and collecting data from forest users at control sites. If control sites nearly identical to REDD+ intervention sites (with the exception of having the REDD+ intervention) can be identified, then a distinct advantage of BACI is the simple research design (compared with the more complicated propensity score matching or structural modelling approaches), allowing for straightforward and transparent analysis. In addition to estimating the direct impacts of a project, BACI can be used to assess leakages (or spillovers) through difference-in-difference comparisons of the project site, nearby sites thought to be subject to those leakages and control sites (cf. Miguel and Kremer 2002). Likewise, BACI can be used to compare alternative methods of implementing a project, by collecting data on and comparing subsamples of forest users who participate in those alternatives. Finally, to better understand the causal mechanism leading to the observed impacts estimated in a BACI study, BACI estimates can be compared with ex ante projections of impacts, which may be based on economic and land use theory and/or the perceptions of local forest users (Ravallion 2009, Khandker et al. 2010). This may help to explain how observed impacts are produced and to how to improve methods for ex ante projections (e.g. for validation of projects in the voluntary carbon market).

Implementing BACI

Step 1: Select control sites
Ideally, the evaluator should identify the factors that might affect both participation in the intervention and the outcome of interest (welfare). These are likely to include biophysical, infrastructure, institutional, socio-economic and demographic characteristics. Data should be collected on a large number of potential control sites, and then the subset most similar to the treatment villages should be selected by ‘matching’ on these variables (see Worksheet 7). In practice, only limited secondary data may be available to select control sites before the project starts. It is important to remember that the reason for collecting data from control sites is to establish attribution—to rule out possible rival explanations for the observed outcomes at the project site so that the observed changes at the project site can be attributed to the intervention and not to some other factor. Evaluations without controls create reputational risks for projects by their potential to falsely attribute welfare declines to the REDD+ project when in fact they are caused by other factors not under the project’s control (Figure 1).

Step 2: Consider other potentially confounding variables
Even if control sites are selected based on matching with secondary data, there may still be systematic differences between populations and conditions at control and intervention sites in other important dimensions. Therefore, data on other potentially confounding variables, which were not available from secondary sources, should be collected as part of the study. These variables will typically include characteristics of the site (e.g. seasonality of access, measures of social capital) and of the forest users (age, gender and ethnicity of household heads; years of residence in the locality; measures of social capital). Matching on these additional confounding variables can be used to reduce or narrow down the sample size for the ‘after’ data collection, especially if there are time or budget constraints that limit the number of villages and households that can be included in the post-intervention data collection effort.

Step 3: Collect data before and after the REDD+ intervention
Collecting data both before and after the REDD+ intervention and at both the control and the intervention sites is necessary because it is impossible to find 2 sites or 2 groups of people that are 100% identical in both their observable and their unobservable characteristics. Unobservable characteristics include attributes such as motivation, which clearly could affect both participation in the project and outcomes, but for which secondary data likely do not exist and which may not even be perceptible to the researcher. As long as these unobservable characteristics do not change over time (i.e. they are time invariant), then they will affect outcomes equally before and after the intervention. Thus the difference in outcomes over time can be compared across sites without being confounded by these unobserved characteristics. If possible, the same households should be surveyed during the ‘before’ and ‘after’ periods, creating a household level ‘panel’ dataset. Panel data contain observations for multiple
variables observed over multiple time periods for the same unit of observation. However, if it is not possible to survey the same households in both time periods, another option is to draw a new random sample of villages or households in the second time period to create a pooled cross-sectional dataset (Wooldridge 2002).

Analysis

BACI data can be analysed using various difference-in-difference methods. The first step is often some form of matching to identify the subsample of controls that are most comparable to the treatment (see Worksheet 7). Matched samples can then be analysed using simple difference of means tests or multivariate regression with covariates to control for differences in confounding variables. If it turns out there is selection bias (because you did not match the control and intervention sites on key variables or your matching did not work as planned), you can use a ‘non-equivalent comparison group design’ to control for systematic differences in control and intervention groups (Shadish et al. 2002). If you do not have panel data, you can employ a ‘conditional difference-in-difference’ method to control for systematic differences in the ‘before’ and ‘after’ groups. Jagger (2008) employs both of these methods to evaluate the impacts of Uganda’s decentralisation reform on forest-based income for different income groups.
Worksheet 5

Modified control–intervention and modified before–after approaches

Introduction
When the randomisation and Before–After/Control–Intervention (BACI) approaches are not feasible, a matched Control–Intervention (CI) comparison or a Before–After (BA) comparison that considers a projected counterfactual are next-best research design options. This worksheet discusses the rationale behind these modified CI and BA approaches and how to implement these research designs.

Overcoming ‘counterfeit counterfactuals’: modified CI and BA approaches
Simply comparing post-project conditions with pre-project conditions or with the conditions at another site and then attributing any differences in observed outcomes to the project typically does a poor job of ruling out rival explanations for observed welfare outcomes. For this reason, simple before–after comparisons and with–without comparisons are often referred to as ‘counterfeit counterfactuals’. However, collecting data from just the project site at 2 points in time (as in BA) or from multiple sites but at just one point in time (as in CI) does have the advantage of being less resource intensive than BACI. Luckily, it is possible to improve the accuracy of these approaches by adding on a few key steps. We label these ‘modified’ CI and BA approaches to emphasise that they are not just simple comparisons of project outcomes to conditions before the project or in unmatched control areas. These modified approaches can be good options in the face of budget constraints or the reality that planning for rigorous impact evaluation may not begin until well after projects have started.

Modifying the CI research design so that the control and intervention sites are well matched can overcome some of the weaknesses of the typical CI approach. Matching control and intervention sites on observable characteristics that affect both participation in the intervention and the outcomes of interest can significantly improve the accuracy of the estimated impact. For example, Andam et al. (2008) evaluate the impact of Costa Rica’s protected areas on deforestation and find that if matching methods are not used, simple control–intervention comparisons overestimate the amount of deforestation prevented by the parks by as much as 65%. However, there still may be systematic and unobservable differences between even well-matched control and intervention sites that confound identification of impact. Guidance on matching methods is provided in Worksheet 7.

Some of the problems of a simple before–after comparison can be overcome by embracing counterfactual thinking and making an attempt to develop a rough estimate of what would have happened in the absence of the project. Such a modified approach could take the following steps.

Step 1 Collect data that describe the initial conditions at the project site.
Step 2 Use these ‘before’ data and other sources to estimate what would have happened in the absence of the project.
Step 3 Collect a second round of ‘after’ data.
Step 4 Compare the observed change between the ‘before’ and ‘after’ conditions with the change projected in Step 2.

In Step 2, the counterfactual can be estimated ex ante by extrapolating historical trends into the future or predicting future trends using statistical models or the perceptions of local experts—including local resource users. Note that this ex ante prediction approach is most akin to how deforestation/degradation counterfactuals (i.e. ‘reference levels’ or ‘baselines’) are established in REDD+. However, this approach may not be able to overcome the problem of the validity of the assumptions underlying the predicted counterfactual. If these assumptions are not accurate, then the approach will not work well—and testing these assumptions likely requires observational data from a control site or reference region. However, if the ex ante predictions are modified during the ‘after’ period using relevant secondary data on possible rival explanations for welfare changes (e.g. currency devaluations, droughts), then this may help to improve the accuracy of the without-project estimate. This is again similar to the approach taken with deforestation/degradation reference levels, which are supposed to be periodically ‘trued-up’ as models and carbon estimates improve.

The Climate, Community and Biodiversity Alliance (CCBA) is currently developing guidance for project proponents on measuring social impacts using a modified BA approach (Richards and Panfil 2010). Specifically, the approach involves prediction of a counterfactual ex ante, and collection of data ‘before’ and ‘after’ on a set of indicators that relate to the project’s causal model or theory of change. Box 1 describes this approach in further detail.
Box 1. Social impact assessment for the Climate, Community and Biodiversity Standards

The standards of the Climate, Community and Biodiversity Alliance (CCBA) require that forest carbon projects demonstrate net positive social impacts for local communities. To achieve this, projects are required to (1) describe the socio-economic conditions of the community at project start; (2) estimate a socio-economic ‘without project’ scenario; (3) explain how the project is expected to improve socio-economic conditions; (4) establish a social impacts monitoring system; and (5) estimate the socio-economic conditions after the project. Until recently, the CCBA had not provided specific guidance to project developers on how to implement these 5 steps and provide evidence of net positive social impacts attributable to the project at project validation. To fill this gap, the CCBA and partners recently developed the Manual for Social Impact Assessment of Land-Based Carbon Projects (henceforth, ‘the Manual’). The first version of the Manual (Richards and Panfil 2010) is currently being tested at field sites with a revised version expected in 2011.

The Manual suggests methods for demonstrating compliance with the CCB standards, whilst noting that a wide variety of methods could be used to meet the requirements. Striking a balance between monitoring and evaluation costs on the one hand and rigorous demonstration of attribution on the other is clearly critical for keeping the CCB standards accessible and widely used, and the Manual points to methods compatible with maintaining this balance. The Manual emphasises the importance of developing a good theory of change (why a project could have both positive and negative impacts) and then focusing data collection efforts on key links in this causal chain as a way to achieve cost-effective social impact assessment. The Manual recognises development of a ‘without project’ social reference scenario as key to establishing attribution, and generally recommends participatory methods that ask stakeholders to predict what social conditions would be like without the project.
Worksheet 6

Reconstructing ‘before’ with retrospective data

Introduction

Evaluations are often initiated well after the start of a project, making it challenging to assess and attribute change. New REDD+ projects are likely to collect some form of baseline information to satisfy certification requirements and should design and archive such data to provide a baseline for later evaluations. However, REDD+ project proponents may still find themselves engaged in ex post evaluation of previous forest conservation efforts that have tested potential strategies for reducing deforestation and degradation.

When evaluating a project without baseline data, the basic decision to be made about research design is whether to collect data on control sites or households (henceforth called ‘units’) not affected by the project. When data on controls are collected (the control–intervention research design), matching is often employed to select and weight a sample of those controls to compare to the intervention units affected by the project. As described in Worksheet 7, matching is considered an ex post research design and control units should be matched on factors that drive both participation in the project and the outcomes of interest, but that are not influenced by the project. These may be fixed, permanent characteristics (such as the average slope of land in a community area, or the ethnic origin of household heads) or predetermined characteristics (such as forest cover in the community, or wealth of the household before the project). Predetermined characteristics must be somehow reconstructed.

If collecting data on control units is not feasible, due either to budgetary constraints or to lack of comparable units, then the final research design available is what we call ‘retrospective’. This involves collecting data only ‘after’ and only in the ‘intervention’ site and establishing attribution to the project through retrospective data on outcomes (pre-project levels or changes since the project began) or asking respondents directly about perceived impacts of the project (cf. ‘reflexive comparison’ method of attribution in Schreckenberg et al. 2010).

Sources of retrospective data can be broadly characterised as remote sensing, government statistics or direct elicitation in research instruments. Each of these approaches presents different challenges in terms of scale or unit of analysis (e.g. government statistics may not be available at the community or household level) and the outcome indicator (e.g. recall of income or consumption is typically more difficult than recall of discrete assets). One common methodological question that applies regardless of source is the relevant time frame: when is ‘before’?

Time period

Ideally, retrospective data—for matching or estimating impacts—should represent the time period immediately before the project was announced or started influencing behaviour. Employing data from after the project start to establish the baseline is likely to underestimate the effects of the project (in the retrospective method) and could bias selection of controls (in the control–intervention method). On the other hand, employing data from long before the start of the project will also make estimates less precise—but not introduce additional bias. As discussed below, another consideration in choosing the time period for eliciting retrospective data is that major events (e.g. drought, election) can improve accuracy of recall.

With remote sensing or government data, data from 2 points in time before the project along with a third observation after the project can be very useful. In the retrospective design, this allows examination of whether the project changed the trend lines of outcomes. In the control–intervention design, the validity of the comparison group can be assessed by testing whether there are significant differences in the historical outcome across the intervention and control groups (essentially a falsification test, because current outcomes should not be affected by future assignment to treatment).

Secondary or remote sensing data

Remote sensing and secondary data are commonly used to determine the level of outcome variables ‘before’ a project, either for direct comparison with outcomes after the project or for matching to select and weight the best comparison group. For example, Andam et al. (2010), Joppa and Pfaff (2009), Nelson and Chomitz (2009) and Soares-Filho et al. (2010) use historical remote sensing and secondary data to assess the impacts of protected areas on forest cover.

The use of secondary data to evaluate REDD+ projects is likely to be constrained by a mismatch of scales or units, e.g., the communities considered by the project may not nest neatly in the census tracts or other administrative units used by government agencies. The use of remote sensing is also circumscribed by scale, as well as by cost (of acquiring and processing), time period (relative to when remote sensing images have been archived) and cloud cover.

Another important consideration is that obtaining images from the same sensor classified using the same method for both ‘before’ and ‘after’ can greatly improve the quality of the analysis.

Household questionnaire recall

Asking households to recall their asset ownership, land use or other economic activities in an earlier time period is common practice in studies of farm and household dynamics in rural areas of developing countries (e.g. Mertens et al. 2000, Takasaki et al. 2000, Walker et al. 2000, McCracken et al. 2002, Moran et al. 2003). Such retrospective or recall data have been used to assess the impact of financial crisis (Sunderlin et al. 2001), policy reform (Pradhan and Rawlings 2002, Uchida et al. 2009), protected...
areas (Schreckenberg et al. 2010) and household-specific events such as migration (Zhao 2003, Boucher et al. 2005). However, despite their common use, ‘best practices’ and the accuracy of recall data have rarely been assessed in the context of household questionnaires in developing regions. Exceptions include Beckett et al. (2001) on female marital and fertility history in Malaysia, and Glewwe et al. (2004) on the impact of school inputs on test scores in Kenya.

In household questionnaires, it is common practice to remind respondents of the desired time period by referring to some event (natural disaster, election, World Cup etc.) not directly related to the project being assessed. However, research suggests that different individuals use different types of information to organise memory. Thus, it is not clear what type of event or other reminder is most likely to provide an effective cue (Sudman et al. 1995). Nor is it clear that shorter recall periods necessarily lead to more accurate recall. Sudman and Bradburn (1973) report that respondents are more likely to overstate items or events when the recall period is short, and more likely to forget items or events when the recall period is long. Mathiowetz and Duncan (1988) find that the length of the recall period is less important than the importance of the event (length of unemployment in their case).

The factor that has been most consistently found to affect recall is the size or salience of the event or item being recalled. For example, lower value and more common assets (Mullan et al. 2010), less expensive repairs (Neter and Waksberg 1964) and minor illnesses (Bernard et al. 1985) are more likely to be forgotten. In a comparison of 9-year panel vs. recall data on assets, Mullan et al. (2010) find that poorer households are more likely to accurately remember their previous asset ownership, perhaps because the same assets are more important to poorer households.

Mullan et al. (2010) also find that interviewing more than 1 person in the household results in fewer assets being forgotten, but increased the number of assets that respondents incorrectly remembered (that is, reported owning 9 years earlier whilst contemporary data from that wave of the panel suggest that they did not own). The researchers thus conclude that whilst retrospective data provide an approximate measure of prior household wealth, there is significant noise in the data, especially for lower valued assets and wealthier households.

Other methods

Retrospective data are also collected through group and/or participatory research instruments. These can have the advantage of providing built-in triangulation across group members to improve accuracy. Schreckenberg et al. (2010) describe 2 such methods, called ‘Most significant change’ and ‘Quantitative participatory assessment’. A third approach that employs group recall is ‘participatory poverty assessment’, which includes focus group discussions to generate community histories or timelines and time trend analysis by matrix scoring (McGee 2000). This allows cross-checking across people and variable time periods defined by the respondent. Whilst this may result in greater accuracy, it is less suitable for comparing change in outcomes across respondents, or for matching participants and non-participants in the project.
Worksheet 7

Matching intervention and control sites/households

Introduction
To compare welfare and land use outcomes at intervention and control sites and reach robust conclusions about whether any difference between them can be attributed to the intervention and not to some other factor or set of factors, control and intervention sites must be as similar as possible. Otherwise, selection bias will confound interpretation of impact. Matching sites on characteristics that might affect both placement/participation in the intervention (e.g. distance to roads or social capital) and the outcome of interest (e.g. welfare) is an effective strategy for minimising the problem of selection bias. Controlling for selection bias may be particularly important for performance-based interventions, such as REDD+, since sites selected for REDD+ projects precisely because they are perceived as different are more likely to succeed than other potential sites. Furthermore, within REDD+ projects, the probability of a household volunteering to participate (e.g. in a payment for ecosystem services (PES) scheme) is also likely to be partly determined by household characteristics that influence land use and welfare outcomes. This worksheet reviews the various types of matching and how to implement these methods. Throughout, we refer to matching ‘sites’, but matching can be done at any level of analysis including villages or households.

When to match
Sites can be matched both before and after in-depth field research (e.g. household questionnaires). Under ideal conditions, both pre- and post-matching is done (see Figure 1). This involves (1) selecting control sites on the basis of how well they match intervention sites on key characteristics (pre-matching); (2) conducting research at the control and intervention sites before the start of the intervention; (3) refining the matching based on data collected during the field research (post-matching); and (4) conducting research at the control and intervention sites after the intervention has begun. In some cases, ample data may be available prior to the field research, in which case only pre-matching may be necessary. In other cases, only post-matching may be done. Box 1 describes a more typical case where limited information at the village level is available prior to field research.

Types of matching
Matching typically refers to the statistical methods of covariate matching and propensity score matching. These methods can be implemented during either pre- or post-matching, provided data requirements can be met at that stage. For pre-matching small samples, this statistical process may be approximated by ‘hand-matching’. Regardless of the method, the objective is to select samples of intervention and control units that have similar distributions of characteristics (i.e. that are balanced).

Hand-matching
Hand-matching is the simplest (and least precise) type of matching. In this method, units are matched intuitively, either by considering their overall character (holistically) or based on matching variables selected through informed judgement and often measured only approximately. The key is that these matching variables, or the overall character of the units, are relevant to both placement/participation in the intervention and the outcomes of interest. In its most basic form, hand-matching could simply involve asking people at the intervention sites which villages are most similar to their own. Hand-matching could also be informed by a review of the literature and available secondary data on matching variables (e.g. population density, distance to roads, agroecological potential). Whilst this approach is similar to other forms of matching in principle, it runs the risk of being influenced by researcher bias.

Propensity score and covariate matching
Covariate matching can be thought of as the statistical equivalent of hand-matching. Covariate matching involves matching control and intervention units on the ‘distance’ between those variables that might affect the outcome(s) of interest and thus be confounding (covariates). There are several metrics for measuring and minimising that distance. Propensity score matching (PSM) is perhaps the most commonly used method for impact evaluations. The propensity score is determined using a statistical model that calculates the probability of receiving the intervention (e.g. REDD+), based on observable characteristics. Each unit (be it forest site, village or household) is assigned its own propensity score. The distributions of both the control units’ propensity scores and the intervention units’ propensity scores are then plotted to identify the area of overlap (known as the ‘common support’). Matching may be restricted to this area of common support. For example, each intervention unit may be matched to the control unit with the closest propensity score, known as its nearest neighbour. This can be done with or without replacement, and with or without a ‘calliper’ that sets the maximum allowed distance between the neighbours. There are also a variety of other methods that statistically construct control units for each intervention unit (or at least each intervention unit in the common support).

PSM typically requires a large pool of potential control units, as well as data on many factors that might affect both placement/participation in the intervention and the outcome(s) of interest. The goal is to identify a subset of those control and intervention units that look the same in terms of all of the factors. There are various metrics for judging balance. The most basic approach is to examine histograms and density plots of the propensity

---

**Figure 1. Schedule for data collection and matching**

```
<table>
<thead>
<tr>
<th>BEFORE</th>
<th>AFTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collect data</td>
<td>Collect data</td>
</tr>
<tr>
<td>Pre-match</td>
<td>Post-match</td>
</tr>
<tr>
<td>Test</td>
<td>Test</td>
</tr>
</tbody>
</table>
```
scores. This should be done first for the full (unmatched) samples. The results of this examination might show that some of the intervention units have very little overlap with the control units, that is, some of the intervention units are so unique that adequate controls cannot be found. This is an important reality to confront. The characteristics of units that end up being excluded from the analysis should be considered in the interpretation of results.

Analysis and caveats

Matching is a way to define a sample of villages and/or households. This includes defining both which intervention and control units to include (the common support) and the weights to apply to each control unit. After matching, any variety of methods can be employed to assess impact. The matching routines in most statistical programmes calculate the difference in mean outcomes attributed to the project (e.g. the ‘average treatment effect on treated’, or ATT). This estimated impact can be bias-adjusted using regression methods, or multivariate regression models can be estimated using the matched sample. Matching in combination with regression is widely considered a robust way to estimate causal impacts.

When the key factors determining REDD+ placement/participation and the outcomes of interest are all observable (known and quantified to the researcher), matching works well to net out the effects of these potentially confounding variables. However, if there are also unobservable characteristics (that the researcher does not know about or cannot easily quantify) affecting REDD+ placement/participation and the outcomes, this may pose risks to the validity of the results obtained through matching. Motivation or presence of a dynamic community leader, for example, may be an important unobservable characteristic. This concern can be partly alleviated if data on outcomes are available from both before and after the intervention.

Spillovers

The problem of spillovers (i.e. leakage) merits a final point of discussion. Leakage is a well-understood problem in the context of deforestation and forest degradation. REDD+ projects must demonstrate that reducing deforestation and degradation in the project site did not lead to leakage (i.e. deforestation or forest degradation displaced to areas outside the project area). There can be welfare leakage in addition to forest loss leakage from the REDD+ site to other areas. For example, timber jobs lost at the REDD+ site could move to another area (along with the degradation). This of course means that there is some risk that REDD+ will also affect the matched control sites. On the one hand, this could complicate interpretation of any comparisons between control and intervention sites. On the other hand, identifying both welfare and forest loss spillovers is an important piece of the story and is therefore desirable to capture. Project proponents will have identified a leakage belt for deforestation and forest degradation, i.e. some area that buffers the project site where leakage is expected to occur. Similar consideration should be given to identifying a welfare leakage belt. If possible, the area outside the leakage belt should provide the controls, but data should also be collected on sites from within the leakage belt in order to assess spillovers and leakages.

Statistical resources

- STA}A command for matching: ‘pscore.ado’; see Khandker et al. (2010) for specifics
- R code for matching: see http://sekhon.berkeley.edu/matching/
Mapping the causal pathway from intervention to outcome

Introduction

Understanding the causal pathway between REDD+ interventions and outcomes requires mapping out a project’s causal chain or ‘theory of change’. There are several steps in this process, including: understanding context; characterising REDD+ interventions and their implementation; developing testable hypotheses; identifying data needs; and testing hypotheses. The results of hypothesis testing should inform a reassessment of data needs and the initial assumptions about site conditions and implementation. Maps of causal chains are more robust if they are based upon both scientific literature and data collected from multiple sources at multiple time intervals. We emphasise that participatory methods and key informant interviews can be tremendously helpful for tracking implementation when finer-scale data collection efforts are a challenge.

Working example: REDD+ intervention in 5 villages adjacent to a protected area in Uganda

This worksheet provides guidance for developing a map of the causal pathway(s) that link REDD+ interventions to observed social welfare outcomes. We use a hypothetical example to illustrate this process. Through this example we demonstrate the range of social, economic, institutional and biophysical factors that should be investigated to develop an accurate map of the causal pathway between intervention and social welfare outcomes. The information required to undertake this task can be obtained from project reports, grey literature and key informants, and by collecting primary data at the REDD+ project site.

Step 1: Understanding the context of the project site

Local drivers of deforestation and degradation in the area are, respectively, slash and burn for small-scale agriculture and illegal logging of high-value tropical hardwoods by artisanal pit-saw loggers. There are no large or commercial landholders in the area that affect land use change. There is a community forest in each village and the villages are immediately adjacent to a national park managed for tourism and biodiversity. Since the national park was established, it has had a history of encroachment and degradation, particularly in buffer zones around the perimeter of the park. To harvest anything from within the park requires permission from the Uganda Wildlife Authority, and harvesting for commercial sale is not permitted under any circumstances. Land tenure is customary; landowners have relatively strong tenure security over agricultural land. There are no de jure rights to trees or carbon articulated by Ugandan law. Informal rights are determined by customary law, frequently with overlapping claims on resources. There is minimal monitoring and enforcement of forest use due to limited resources of the government agencies and conservation organisations operating in the area. Smallholders derive most of their livelihoods from agriculture, as well as rearing small livestock and harvesting products from the forest for both home use and sale. Tourism provides revenue to villages through a parish-level benefit-sharing scheme. There is a significant influx of migrants from Rwanda and the Democratic Republic of the Congo due to conflict and limited economic opportunity in those regions. There are relatively high numbers of female-headed and landless households in the community. There is one defunct collaborative management group in one of the intervention villages. Population density is very high (>250 persons per square kilometre); market access is poor; and agricultural potential is limited due to soil degradation and steep slopes in the region.

Step 2: Characterising the intervention

The REDD+ proponent is an international conservation NGO that has been operating in the region for more than 10 years. The proponent has been collecting data on biodiversity and deforestation, and has trained several community members to participate in monitoring and enforcement of the park boundary, though the degree to which they are reporting illegal activity is questionable. The REDD+ intervention, which is funded by a 5-year grant from a bilateral donor, has 3 focal activities designed to reduce deforestation in the project site: Activity A, tree planting to demarcate the park boundary that incorporates the taungya system (i.e. landowners living adjacent to the park are allowed to cultivate crops within a buffer zone on either side of the boundary in exchange for maintaining the trees and monitoring
the boundary for encroachment by slash-and-burn agriculturalists); Activity B, providing part-time jobs to 5 people from each village to work as forest guards monitoring the clearing of community and protected area forests; Activity C, establishing a community carbon fund; in exchange for verified reduced deforestation in the project site, funds will be paid on an annual basis to a community carbon fund managed by the project proponent. Village leaders have to submit proposals to access funds for community-oriented projects (e.g. establishing a grain mill, buying supplies for the local school, establishing a fruit tree nursery).

**Step 3: Developing testable hypotheses**

Hypotheses are motivated by some variant of the question ‘what are the social impacts of the REDD+ project?’ A hypothesis is a reasonable scientific proposal or an educated guess about the expected relationship between 2 variables. Hypotheses have 2 requirements: they must fit the known facts and they must be testable (Can the variable be measured directly or do you need a proxy variable? Can you obtain the data required to test hypotheses given time and resource constraints? Is there enough variation in the data to test the hypothesis?). When developing hypotheses, it is important to articulate if the REDD+ intervention was implemented as intended (i.e. are the on-the-ground activities reflective of planned activities?) (Table 1).

**Table 1. Mapping the causal chain by linking implementation to outcomes**

<table>
<thead>
<tr>
<th>Project treatments</th>
<th>A. Boundary planting and taungya</th>
<th>B. Off-farm employment as forest guards</th>
<th>C. Community carbon fund</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inputs</strong></td>
<td>Funds to pay for seedlings for boundary plantings; resources for forest extension advice; land allocation for taungya</td>
<td>Funds to pay salaries of part-time forest guards; training on monitoring and enforcement</td>
<td>Transparent process for application submission and review; proposal-writing support; community training and participation in monitoring, reporting and verification (MRV); funds for community project</td>
</tr>
<tr>
<td><strong>REDD+ intervention activities (as per project design document (PDD))</strong></td>
<td>Plant boundary trees; establish taungya system (i.e. landowner cultivates crops on land allocated)</td>
<td>Employment of forest guards on renewable annual contracts; increased enforcement of protected area boundaries</td>
<td>Establish community carbon fund for community development projects, e.g. establish health centre</td>
</tr>
<tr>
<td><strong>REDD+ intervention as implemented</strong></td>
<td>Boundary trees planted with 80% survival rate (i.e. boundary clearly marked); land cultivated by residents adjacent to park</td>
<td>Forest guards employed (5 per village for a total of 25), but most guards reluctant to enforce restrictions on accessing park for fear of reprisals by community members</td>
<td>Community carbon fund slow to start; MRV methods yet to be fully established; no verification of reduced emissions</td>
</tr>
<tr>
<td><strong>Outputs</strong></td>
<td>Decline in forest degradation in forest within 2 km buffer of park boundary; increase in crop income</td>
<td>Off-farm employment opportunities for rural households; minor decline in forest degradation</td>
<td>Decline in deforestation and degradation in anticipation of social welfare gains from community development projects</td>
</tr>
<tr>
<td><strong>Expected social welfare outcome</strong></td>
<td>Increase in average income for households in intervention villages; benefits from taungya expected to outweigh cost of loss of access to forests</td>
<td>Increased total income for households; minor decline in forest income due to decrease in access to national park</td>
<td>Reduced expenditures on medical services and drugs; increased labour productivity due to fewer sick days or time spent caring for sick</td>
</tr>
<tr>
<td><strong>Testable hypotheses linking intervention to treatment and outcomes</strong></td>
<td>(i) Farmers engaged in the taungya have more land and are able to produce more food (either for home consumption or sale). (ii) Forest degradation is reduced due to boundary demarcation leading to decline in forest income.</td>
<td>(i) Forest income has declined due to increased monitoring and enforcement. (ii) Households with social ties to forest guards have experienced increase in forest income (i.e. elite capture hypothesis).</td>
<td>(i) Households that use the health centre have higher labour productivity. (ii) The presence of the health centre has reduced cash expenditures on health.</td>
</tr>
</tbody>
</table>
Step 4: Mapping data needs

The critical questions for data needs are as follows.

1. Specifically, what data are needed to test the hypotheses (i.e. what indicators or variables are required)?
2. At what scale are we likely to see variation in the indicator or variable?
3. Are the indicators most appropriately qualitative or quantitative? (Table 2; also see Worksheet 10.)

When considering data needs, important decisions must be made about whether to collect data both before and after the intervention, and whether data will be collected in both control and intervention sites.

Step 5: Testing hypotheses

Qualitative data can be used to construct a narrative about the relationship or correlation between variables that is proposed in the hypothesis. With a large enough sample size (i.e. N ≥ 80) of quantitative data, correlation or regression analysis can be used to test the relationship between variables. Where findings are unexpected, there should be further exploration of the inputs, activities and outputs of implementation, and how they link to outcomes. Recall that the initial question motivating hypotheses is: *what is the social welfare impact of the REDD+ intervention?* To fully understand the causal processes at work between intervention and outcomes as a REDD+ project evolves over time, data for mapping causal chains will need to be updated and revised.

Table 2. Qualitative and quantitative data needs to test hypotheses

<table>
<thead>
<tr>
<th>Project treatments</th>
<th>A. Boundary planting and <em>taungya</em></th>
<th>B. Off-farm employment as forest guards</th>
<th>C. Community carbon fund</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Qualitative data</td>
<td>Quantitative data</td>
<td>Qualitative data</td>
</tr>
<tr>
<td>Hypotheses (i) and (ii)</td>
<td>Hypotheses (i) and (ii)</td>
<td>Hypotheses (i) and (ii)</td>
<td></td>
</tr>
<tr>
<td>Household-level data</td>
<td>Perceptions of benefits and costs of <em>taungya</em></td>
<td>Participation in <em>taungya</em>; income portfolio data (esp. agriculture and forestry shares); time devoted to monitoring by household</td>
<td>Perceptions of effectiveness of forest guards</td>
</tr>
<tr>
<td>Village</td>
<td>Perceptions of <em>taungya</em></td>
<td>Number of violations in buffer zone</td>
<td>Past and present experience with elite capture</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Worksheet 9

Distributional analysis

Introduction
Understanding whether REDD+ interventions produce different impacts for different groups is critical for understanding the equity and co-benefits dimensions of REDD+ and who gains and who loses from REDD+. For example, do impacts differ by socio-economic group, gender or ethnic group? Distributional analysis offers a variety of methods and tools for estimating how impacts vary across groups and for answering such questions.

Changes in the ability of rural households to access forests, or to harvest specific forest products, may have a considerable impact on rural people whose relative share of forest income or consumption was high before the intervention. Research undertaken over the past 10–15 years provides strong evidence that poor and vulnerable households have a high degree of dependence on subsistence forest products, whereas relatively wealthy households have the financial and social capital to take advantage of markets for high-value forest products (Cavendish 2000, Arnold 2002, Bush et al. 2004, Fisher 2004, Vedeld et al. 2004, Narain et al. 2005, Chomitz et al. 2007). Further, we know that the poor depend on forests to provide safety-net functions in times of crisis, and to support the current consumption needs of rural households (Pattanyak and Sills 2001, Angelsen and Wunder 2003). We also know that forest and environmental income have an equalising effect in rural societies. Standard estimates of income inequality using detailed income portfolio data with and without forest and environmental income clearly demonstrate that having access to forest products makes households more equal than they would be in the absence of forest income (Lopez-Feldman et al. 2007, Cavendish and Campbell 2008, Jagger in press). Evidence from these empirical studies gives us good reasons to explore the differential impact of REDD+ interventions (Box 1).

Distributional analysis can take on many forms, including qualitative accounts of how particular groups are affected by project interventions, descriptive statistics that decompose impacts by group, measuring poverty or inequality for subgroups, and by incorporating interaction variables that reflect relevant subpopulations in a multivariate regression analysis (e.g. examining the effects of being both poor and a woman, or how poverty and gender interact and affect the intervention’s impact).

Focus groups
Focus groups and interviews with key informants are essential for identifying groups that might experience differential welfare impacts from REDD+ interventions. Qualitative information on socially or economically marginalised groups can be collected at various points throughout the monitoring and evaluation process. Conducting focus groups before the start of REDD+ interventions provides important information about forest-dependent and other vulnerable groups, and ensures that appropriate ‘before’ and ‘after’ data are collected for assessing variable welfare impacts. Focus groups can also be used for the collection of retrospective data; participants can provide qualitative accounts of perceptions of how vulnerable groups have been affected since the project was implemented. Focus groups are essential for understanding the process by which interventions affect poor and vulnerable groups. Group discussions generate data that reveal some of the mechanisms underlying differential impacts observed in quantitative estimates of welfare changes.

Box 1. GCS-REDD and distributional impacts
We have good evidence that access to a diversity of forest products is very important to the livelihoods of the rural poor, women and other vulnerable groups. If the implementation of a REDD+ project results in changes in the distance women need to walk to collect fuelwood, or in access to medicinal plants, wild foods, handicraft materials and other forest products important to poor or vulnerable groups, livelihoods may be compromised.

GCS-REDD is using a variety of methods to understand the effect of REDD+ interventions on poor and vulnerable populations. For example, village-level focus groups with women representing all demographics within a village are being conducted to learn about how women use and manage forests, the role of women in implementing REDD+ projects, how the project affects women and the source of women’s knowledge about REDD+ (see Women’s Questionnaire – Annex C).

At the household level, GCS-REDD is collecting data for a representative sample of households in each village (Household Questionnaire – Annex C). By estimating social welfare outcomes for subgroups, such as migrant vs. long-term residents, we can test the hypothesis that newcomers to a community are differentially affected by REDD+ interventions. More sophisticated statistical techniques involve interaction variables; for example, combining the treatment variable with a variable reflecting whether the household recently migrated allows us to estimate the effect of the reform on migrant households whilst controlling for covariates.
confidently and with a higher degree of precision about the magnitude of distributional impacts.

**Decomposing welfare outcomes**

There are several ways of decomposing household-level welfare outcome data to reflect how REDD+ interventions variably affect vulnerable groups, by including, for example, income quartile, ethnic group, gender or migrant status. Generating tables of means for welfare outcomes decomposed by group is a simple way to test hypotheses about significant differences in outcomes between subgroups of the sample. For example, decomposing welfare outcome data by female- vs. male-headed households is a powerful way to reflect how women and men are differentially affected by interventions.

**Assessing impact heterogeneity through multivariate regression**

Whilst descriptive statistics and tests of differences of means are illustrative, multivariate regression analysis which takes into account covariates and confounders that may be influencing outcomes provides a more robust picture of how REDD+ interventions affect poor and vulnerable groups. There are 2 ways to approach regression analysis. The first involves splitting the sample of representative households using the variable that represents the vulnerable group. Running separate regressions for subgroups allows you to estimate the effect of the intervention on welfare outcomes for the vulnerable group (see Jagger 2008 for an example of this method applied to the welfare impacts of Uganda’s forest sector reform). An alternative method for estimating the effect of a REDD+ intervention is to create an interaction term (i.e. a new variable) that combines participation in the intervention (i.e. in the intervention group (CI), in the after group (BA) or in both after/intervention groups (BACI)), and the variable that describes the vulnerable population (Plewis 2002, Khandker et al. 2010). For example, using the BACI or CI research design, to understand how a REDD+ intervention has affected female-headed households, create a new dummy variable REDDFhead coded as 0 if the household is outside the treatment group and a male headed household, and 1 if the household falls in the REDD+ project site and is female headed. This approach will allow you to explicitly estimate impact heterogeneity for the vulnerable group in your sample.

**Inequality measures to illustrate welfare impacts on total sample or subgroups**

Of the several measures of income or wealth inequality, the Gini coefficient, a measure of statistical dispersion, is amongst the most commonly used measures of income inequality (Box 2). Gini coefficients are bounded by 0 and 1 with higher coefficients reflecting a higher degree of income inequality. The important role of forest and environmental income in fostering a more equal society suggests that a comparison of Gini coefficient estimates in control and intervention sites, with ‘before’ and ‘after’ data or with BACI data, can demonstrate whether REDD+ interventions have had an equalising effect on rural households.

---

**Box 2. Gini decomposition to measure income inequality**

The Gini coefficient is a measure of inequality in the distribution of income. To better understand the role of environmental income as a determinant of income inequality, the Gini coefficient can be decomposed by income source to calculate the impact that a marginal change in forest and environmental income will have on inequality (for examples, see Jagger in press and Lopez-Feldman et al. 2007). Following Lerman and Yitzhaki (1985), the Gini coefficient for total income inequality, \( G \), can be represented as

\[
G = \sum_{k=1}^{K} S_k G_k R_k
\]

where \( S_k \) represents the share of component \( k \) in total income, \( G_k \) is the source Gini, corresponding to the distribution of income from source \( k \), and \( R_k \) is the Gini correlation between income from source \( k \) and the distribution of total income. Gini decomposition provides information on how important an income source is to total income (\( S_k \)), how equally or unequally distributed the income source is (\( G_k \)) and how the income source and the distribution of total income are correlated (\( R_k \)). The final term, \( R_k \), indicates the extent to which environmental income favours or does not favour the poor. For details of Gini decomposition and obtaining marginal effects using the STATA command ‘descongini’, see Lopez-Feldman (2006).
Worksheet 10

Variables

Introduction
Causal models and theories of change are central to figuring out what variables you need to consider in your analysis. Models generally feature 4 types of variables important for learning from first-generation REDD+ projects: (1) outcome variables; (2) explanatory variables; (3) confounders; and (4) process variables. Causal models not only identify relevant variables but also predict the relationships and feedback loops between them. Before setting out to collect data to construct variables required to test the hypotheses laid out in causal models, considerable thought should be given to issues of scale. Most REDD+ interventions will require variables that represent phenomena occurring at a variety of scales including the subnational, village, household and perhaps intra-household levels. When variables are composed of data collected at a variety of scales, they are termed multiscale or nested variables. Scale and variation are closely related concepts. A key question is: at what scale do you expect to see variation in the data? Consider electricity use, for example. If you are collecting data in an area where villages either have electricity or do not have electricity, variation in the data will be at the village level and collecting household-level data would not yield any variation in a given village (Box 1).

Outcome variables
Collecting data on outcomes of interest is central to learning from REDD+ projects. Outcome variables need to be clearly defined such that they accurately and precisely describe the outcome we are concerned with, and need to be collected at an appropriate scale. If REDD+ interventions are targeted at households, then variables that reflect household measures of income, consumption, expenditure, time use, health status and other common indicators of social welfare are most appropriate (see Worksheet 2). These should capture the different dimensions of welfare that matter more for different categories of people within households (e.g. women vs. men; adults vs. children). If interventions take place at the village level, then information reflecting welfare at the village level is appropriate, although as explained above, this may be represented by some combination of village and aggregate or average household indicators. The best outcome variables involve direct measures, for example, measuring the quantity of forest products harvested by a household and using local price data and costs incurred by the household to estimate net income from forest products. When direct measurement is too costly or time consuming, it is possible to use proxy measures, such as a Likert scale variable that describes the availability of a specific forest product such as fuel wood within the project area. Perceptions of local forest users, forest officials and other relevant stakeholders can also be used to construct variables that reflect REDD+ intervention outcomes.

With data on outcomes, it is possible to estimate the average change in social welfare by calculating differences across groups, defined by experimental design, sampling and/or matching. As shown in Table 2, the specific calculation depends on the research design.

Box 1. Which survey approach to take?
Once you have a good sense of which data you need, the question arises of which methods are suitable for collecting which types of data. We propose the following 2 key questions as the most effective way to determine how to approach collecting data.

1. Is this variable likely to vary within the village/community? If yes, the information should be collected at the household level. If no, it can be collected at the village level.

2. Can I get reliable quantitative figures for this variable, or better: do I need to get representative quantitative figures for this variable? If yes on both, put the question in the household survey. If no, choose key informant or focus group/village discussions.

The answers to these questions allow you to categorise the information that you are collecting into 1 of 4 possible categories (Table 1).

Table 1. Matrix for deciding which survey approach to take

<table>
<thead>
<tr>
<th>Are representative quantitative figures obtainable and necessary?</th>
<th>Does the variable vary within the village?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Structured household survey</td>
</tr>
<tr>
<td></td>
<td>Structured village survey</td>
</tr>
<tr>
<td>No</td>
<td>Key informants, focus groups</td>
</tr>
<tr>
<td></td>
<td>Village meeting</td>
</tr>
</tbody>
</table>

Following this process to identify the scale at which data should be collected and whether you need quantitative data is essential to collecting the most accurate and precise data possible; it is also essential to minimising the burden on the respondents who are participating in your survey.

Adapted from Jagger and Angelsen 2011
Table 2. Calculating the average social welfare effect of REDD+ project using income

<table>
<thead>
<tr>
<th>Research design</th>
<th>Description</th>
<th>Formula (Y = income; t = treatment or intervention; c = matched control; 1 = after; 0 = before)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomisation</td>
<td>Project control</td>
<td>((Y_t - Y_c))</td>
</tr>
<tr>
<td>Before–After/Control–Intervention (BACI)</td>
<td>Difference in difference</td>
<td>((Y_t - Y_{c0}) - (Y_0 - Y_{c0}))</td>
</tr>
<tr>
<td>Before–After</td>
<td>After–Before</td>
<td>((Y_t - Y_0))</td>
</tr>
<tr>
<td>Control–Intervention</td>
<td>Intervention–Control</td>
<td>((Y_t - Y_c))</td>
</tr>
<tr>
<td>Retrospective</td>
<td>After adjusted</td>
<td>((Y_c) \times (\text{estimated change}))</td>
</tr>
</tbody>
</table>

Explanatory variables

Basic analysis of outcome variables allows you to tell a critical yet incomplete part of the story about the relationship between REDD+ projects and observed changes in social welfare. However, many other explanatory or independent variables can influence changes in outcome variables. By collecting data on these exogenous factors (not influenced by the project) at multiple scales, we can examine their impact on outcomes. At the household level, a standard set of variables generally accepted as determinants of household welfare includes endowments of land, human capital (e.g. education, household size, dependency ratio), financial capital, social capital, assets (including livestock) and type of dwelling. As with other types of variables, it is important to consider scale in collecting data for explanatory variables. Higher-order variables such as market access, population density, agricultural potential and presence of health and education infrastructure are good indicators of variation at the village level that may be influencing outcomes across diverse settings. With well-specified outcome variables and corresponding explanatory variables, as well as the treatment variable for each unit of observation, multivariate regression analysis can be used to estimate average treatment effects (ATE).

Confounders

A simple behavioural model includes an outcome variable (i.e. dependent variable) explained by a series of variables (i.e. explanatory or independent variables), including the project or treatment variable of interest. Outcome variables allow us to say something about the observed change that results from a REDD+ project, and explanatory variables allow us to control for factors other than the intervention itself that might influence the outcome. Some of these explanatory variables may also be ‘confounders’, because they explain not only outcomes but also the treatment itself. Confounding variables represent a significant challenge for impact evaluation. They are factors that both directly explain the outcome and are correlated with (but not caused by) treatment by the REDD+ project. They could be determinants of treatment or the correlation could be driven by some other unobserved influences that lead to correlation between these explanatory variables and treatment. Confounding variables cause problems for learning from REDD+ projects because, although they are suggestive of a relationship between the REDD+ project and the observed outcomes, they are not in fact telling us about the causal link between the REDD+ intervention and outcomes. Thinking about alternative explanations for your observed outcome is an important step in identifying confounders.

There are several ways to address confounders: by including carefully selected control groups; by including observed confounders in a multivariate regression analysis; if unobserved, by using an instrumental variable (i.e. a variable that does not itself belong in the explanatory equation and is correlated with the endogenous explanatory variables, conditional on the other covariates); or by employing a randomisation design.

Process variables

This discussion of outcome, explanatory and confounding variables has focused on collecting data that allow you to explain observed outcomes and rule out alternative explanations for observed outcomes. These variables are critical to learning about the impacts of REDD+ projects ex post. However, these 3 sets of variables do not allow you to tell a complete story about why you observe particular outcomes. The ‘why’ is critical to learning from REDD+ projects. Identifying and understanding causal pathways depends on the analysis of what we term ‘process variables’. These variables describe conditions that influence implementation (see Worksheet 8). Process variables are generally identified and measured ex ante as part of developing a theory of change that links the REDD+ intervention to outcomes.
Annex B. Annotated bibliography

The number of evaluation guides and tools for assessing livelihood and land use change is vast. We do not summarise this large literature here. Rather, the aim of this annex is to complement existing guides and direct the reader to a diverse set of sources that, taken collectively, can inform the particular niche of learning addressed in this guide: understanding the impacts of REDD+ on local populations. This diverse set of relevant topics includes identifying the complex forces driving deforestation and degradation, establishing counterfactuals and attribution for both social and ecological outcomes, measuring changes in welfare and well-being as well as in forest area and conditions, and understanding people's perception of land use change. To this end, this annex provides the reader with key references on (1) research design, (2) assessment of well-being and welfare outcomes, (3) assessment of how people use land as well as their perceptions of land use change, (4) deforestation and degradation drivers and (5) establishment of reference emission levels/baselines and other forest carbon measurement issues in REDD+.

1. Research design methods

A. Impact evaluation guides

Shoestring evaluation: designing impact evaluations under budget, time and data constraints (Bamberger et al. 2004)
This article explains how to simplify evaluation designs when limited resources and data preclude application of preferred approaches. It provides an overview of 7 evaluation designs, including both 'strong' and 'less robust' designs. The considerations that should inform decisions regarding reduction of sample size, reduction of data collection and analysis costs, and the reconstruction of baseline and control group data are discussed. The authors review how to integrate participatory methods, apply mixed-methods approaches and collect data on sensitive topics and from groups that are difficult to reach. The article also provides guidance on how to identify and overcome threats to validity in evaluation designs.


Evaluation manual: methodology and processes (IFAD 2009)
Although this manual was developed for evaluation staff at the International Fund for Agricultural Development (IFAD; a specialised agency of the UN), some of the guidance and perspectives on evaluation it contains may be of interest to a broader audience. The manual provides a list of good-practice techniques for data collection, but leaves the choice up to the evaluator. It questions whether experimental and quasi-experimental impact evaluation methods should really be considered the 'gold standard', given the difficulty and costs associated with employing these methods, particularly in complex situations. The usefulness of qualitative and participatory approaches is noted. The IFAD evaluation approach to assessing impact is described as 'a combination of counterfactual analysis (e.g., using control groups), 'before and after' techniques, and triangulation methods'. The approach involves rating various criteria on a 6-point scale, with the ratings informed by the evaluator’s answers to
specific questions (which could presumably be informed by data analysis of household survey data, participatory methods or the evaluator’s own opinion based on a review of other sources).


Handbook on impact evaluation: quantitative methods and practices (Khandker et al. 2010)
This book provides an in-depth overview of experimental and quasi-experimental impact evaluation methods, including practical exercises (for use with STATA statistical software). It also discusses use of economic models for evaluating the impacts of large-scale policies and methods for measuring distributional impacts (heterogeneous impacts for different subgroups in the affected population). There is also some discussion of the differences between ex ante and ex post impact evaluations, as well as the potential for these approaches to complement one another.


Impact evaluations and development: NONIE guidance on impact evaluation (Leeuw and Vaessen 2009)
This book is produced by NONIE: The Network of Networks for Impact Evaluation, which is comprised of various evaluation groups, including those of the OECD and the UN. It provides in-depth guidance on both research design and management of the impact evaluation – including determining whether an impact evaluation is feasible and affordable. Experimental, quasi-experimental and non-quantitative approaches are discussed. The authors emphasise the synergies between various quantitative and qualitative methods. They advocate use of mixed-methods approaches in order to triangulate information and produce more in-depth and nuanced understandings of impacts and the processes leading to them. This book also provides guidance on how to incorporate participatory evaluation techniques into an impact evaluation, recommending use of participatory techniques right from the beginning in order to hear from project-affected people what they value and what they think the evaluation should measure. Further, it discusses how to conduct impact evaluations when the programme to be studied is complex, encompassing a range of activities that might cut across sectors and geographical areas – which could be particularly useful for conducting impact evaluations of national- and subnational-level REDD+.


Rough guide to impact evaluation of environmental and development programs (Pattanayak 2009)
This short guide reviews experimental and quasi-experimental impact evaluation methods and discusses their application to environment and development programmes. The author also discusses current debates regarding nuanced impact evaluation, specifically the challenges associated with understanding the heterogeneous impacts of a given programme on different subgroups. Included in the guide is a learning exercise that involves re-running an impact evaluation of a real-world project using data from the original study.


B. Impact evaluation websites

International Initiative for Impact Evaluation (3ie): http://www.3ieimpact.org/
Abdul Latif Jameel Poverty Action Lab (J-PAL): http://www.povertyactionlab.org/
Research Methods Knowledge Base: http://www.socialresearchmethods.net/kb/quasiexp.php
C. Participatory evaluation guides

Participatory water monitoring: a guide for preventing and managing conflict (CAO 2008)
Participatory monitoring can help build and maintain support for local projects. This is the principal lesson from the Compliance Advisor Ombudsman’s experience working with communities affected by the Newmont/Minera Yanacocha gold mine in Cajamarca, Peru. After a mercury spill in the area, the local population was concerned about water pollution from the gold mine. A participatory water monitoring programme was established that involved the local population in the collection, analysis and reporting of water quality and quantity data. This guide offers lessons for structuring a participatory monitoring process that may be applicable to REDD+ projects and reveals how participatory monitoring can be a tool for promoting the informed and meaningful participation of citizens in projects and for building local community support.


Participatory impact assessment: a guide for practitioners (Catley et al. 2007)
‘Participatory impact assessment’ (PIA), as defined by these authors, ‘is an extension of Participatory Rural Appraisal (PRA) and involves the adaptation of participatory tools combined with more conventional statistical approaches specifically to measure the impact of humanitarian assistance and development projects on people’s lives’. Recognising that pre-project and control group data may be difficult to obtain in many cases, the guide explains alternative, participatory methods for uncovering changes in well-being and attributing identified changes to project activities. These methods involve using comparative scoring and ranking of project and non-project factors. The guide outlines an 8-stage process for the PIA and identifies multiple tools and methods that can be used during each stage.


Most significant change (Davies and Dart 2005)
See Section 2.D.

D. Evaluation guides uniquely suited for conservation interventions

Design alternatives for evaluating the impact of conservation projects (Margoluis et al. 2009)
This article provides an overview of research design options for conservation evaluations. It outlines the various quasi-experimental, non-experimental and qualitative approaches available; what types of information they yield; and their strengths and weaknesses. The authors discuss the unique characteristics of conservation interventions that pose challenges to evaluation design as well as strategies for overcoming these challenges. Research design options suitable for a range of particular circumstances and conservation interventions are identified.


Manual for social impact assessment of land-based carbon projects (Richards and Panfil 2010)
The Climate, Community and Biodiversity Alliance (CCBA) standards require that forest carbon projects demonstrate net positive impacts for local communities. To achieve this, projects are also required to (1) describe the socio-economic conditions of the community at project start; (2) estimate a socio-economic counterfactual (‘without project’) scenario; (3) estimate the socio-economic conditions after the project; (4) justify how the project is expected to improve socio-economic conditions; and (5) establish a social impacts monitoring system. Until recently, however, the CCBA had not provided specific guidance to project developers on how to implement these 5 steps.
and provide evidence of net positive impacts at project validation. This manual aims to fill this gap. The manual focuses on (1) a causal model approach to assess attribution, rather than collection of data from control sites and (2) some variation of the Sustainable Livelihoods Framework to understand welfare outcomes.


Social assessment of protected areas: a review of rapid methodologies (Schreckenberg et al. 2010)
In this comprehensive literature review, approximately 30 tools and methods that could be relevant to understanding the social impacts of conservation projects are summarised, and their strengths, weaknesses and conceptual frameworks identified. From the reviewed tools and methods, around 200 indicators are extracted and listed. The authors identify what they see as gaps in the current conceptual frameworks and indicators presented in the reviewed tools and methods. The authors also propose some slight modifications to the traditional Sustainable Livelihoods Framework as a new conceptual framework for understanding the social impacts of protected areas.


Household surveys – a tool for conservation design, action and monitoring (WCS 2006)
This compact technical manual provides guidance on designing a study to assess well-being outcomes using the Before–After/Control–Intervention (BACI) method, with pre-matching of control and intervention sites to control for potential confounders. Recommendations are made regarding which variables should be used to match control and intervention sites, as well as other potentially confounding variables for which data should be collected. The manual provides guidance on assessing household well-being using a variety of approaches, including the Modified Basic Necessities Survey, collecting data on cash income and consumption and using biological measures of well-being (such as taking upper-arm circumference measurements to determine malnourishment). Techniques for reducing bias in the analysis and presentation of data are also discussed, including how to use desirable levels of calorie intake for different genders and ages to estimate the number of ‘Adult Male Equivalents’ per household, converting income to purchasing power parity terms and developing a local consumer price index. Guidance is also provided on using participatory mapping and remote sensing techniques to understand how people use natural resources.


E. Example studies: Application of impact evaluation techniques to conservation interventions


2. Measuring outcomes: Welfare and well-being

A. Tools and methods based on measuring assets and access to services (locally defined, subjective indicators)

Basic Necessities Survey (Davies 1997) and Modified Basic Necessities Survey (WCS)

Developed by Rick Davies in 1997, the Basic Necessities Survey (BNS) embraces the idea of consensual and democratic definitions of poverty, in which the population being studied helps to determine the well-being indicators and the definition of poverty. The BNS achieves this by using information from key informants and respondents to develop a list of 20–30 basic necessities, defined as assets, activities or services that everyone should be able to have and nobody should have to go without. Basic necessities could include a bicycle, a quarter hectare of farmland, 3 meals per day or access to a school – each list will be unique to that community. Households are then asked whether they think each item on the ‘menu’ is indeed a basic necessity and they are also asked if they have it. Those items not ranked by at least 50% of respondents as a basic necessity are dropped from the list. A measure of well-being is then developed for each household by weighting their possession (or not) of each basic necessity by the percentage of households that identified it as such.

The BNS has been used by ActionAid in Vietnam and by others in Mali and Uganda. Recently, the Wildlife Conservation Society (WCS) developed a Modified BNS and is using it to understand how protected areas are affecting livelihoods in Gabon, Guatemala and Cambodia.

Rick Davies’ Basic Necessities Survey website: http://mande.co.uk/special-issues/the-basic-necessities-survey/.


Stages of progress (Krishna 2005)
Developed by Anirudh Krishna at Duke University, the Stages of Progress method seeks to understand poverty from the perspective of the poor themselves and to uncover what accounts for households’ movements in and out of poverty. The method has been used with thousands of households in India, Kenya, Peru, Uganda and the United States. The first step of the methodology involves holding a community meeting to collectively agree upon what constitutes ‘poor’ (e.g. not having enough to eat) and what distinguishes the poor and the very poor from other economic classes, i.e. the milestones that households might reach (e.g. buy a tin roof/goat/motorcycle/car, send child to school, pay off debts, etc.) as they climb out of poverty. Then, the group is presented with a list of all households in the village and a memorable milestone (e.g. an election or drought) to mark the past/pre-project year in question. They are then asked to rank each household’s movement in or out of poverty over time as (1) remained poor; (2) escaped poverty; (3) became poor; or (4) remained not poor. To ascertain reasons for the reported changes and non-changes in economic conditions, a random sample of households from each of the 4 groups is interviewed together and then individually.


Sustainable Livelihoods Framework
The original Sustainable Livelihoods Framework (SLF) (also known as ‘Sustainable Livelihoods Approach, or SLA) focuses on measuring a household’s possession of 5 key capitals: human (e.g. health, education); social (e.g. networks, formal and informal institutions); physical (e.g. infrastructure, tools); financial (e.g. income, savings, credit); and natural (e.g. forest products, land, water). The SLF has also been used to assess well-being at the community level. Indicators (which could be developed locally) are used to measure how much of each of the 5 capitals a household (or individual or community) possesses; these scores in turn produce the respondent’s unique pentagon. The SLF also involves the analysis of key vulnerabilities and shocks to livelihoods. If a livelihood cannot cope with these vulnerabilities and maintain or enhance its 5 capitals without undermining natural resources, then it is not sustainable, according to the SLF.

Since its conception in the 1990s, the SLF has been used and modified by many development organisations, NGOs and – now – forest carbon certification standards. For example, the Landscape Outcomes Assessment Methodology (LOAM), developed by WWF, adds a sixth capital: global conservation assets. The Social Carbon Standard uses a modified SLF termed the ‘Social Carbon Methodology’, which considers 6 capitals: natural, financial, human, social, carbon and biodiversity. Most recently, the Social Assessment of Protected Areas (SAPA) Initiative has proposed that the Millennium Ecosystem Assessment framework be incorporated into the SLF so that natural capital is divided into provisioning, supporting and regulating ecosystem services and social capital includes ecosystems’ cultural services. SAPA also adds a sixth capital: political/legal capital, which considers human rights and participation.

Key references
Schreckenberg, K., Camargo, I., Withnall, K., Corrigan, C., Franks, P, Roe, D., Scherl, L.M. and Richardson,

B. Tools/methods based on measuring income and consumption (pre-defined, objective indicators)

World Bank Living Standards Measurement Study Surveys (World Bank 1980–ongoing)
The Living Standards Measurement Study (LSMS) was started by the World Bank to improve national statistics agencies’ data collection and to increase the use of household data in decision-making about development policies. The surveys collect household-level data on various aspects of well-being, including consumption, income, employment, educational level and anthropometric measures of health. Information is also collected about migration and fertility. The household surveys are complemented by a community-level questionnaire (interviews with community leaders) and a price questionnaire (interviews with market vendors to learn about prices). The LSMS surveys were piloted in 1985 in Côte d’Ivoire and Peru. Since then, the surveys have been implemented in several other countries. The current phase of the LSMS (2008–2015) is focused on understanding agriculture and linkages between farm and non-farm activities in Africa, with the goal of generating nationally representative panel datasets. Data for completed surveys, as well as a selection of analytical tools, are available on the World Bank LSMS website. These datasets could be useful for understanding impacts in national-level REDD+, although data appears to exist for only a small number of potential REDD+ countries.


CIFOR’s Poverty Environment Network (PEN)
The Poverty Environment Network is a collaboration between doctoral researchers and junior developing country researchers. A common set of village and household questionnaires focused on forest and environmental income was implemented in more than 35 research sites throughout the low-income tropics. The aim of the project is not only to document forest and environmental income, but also to better understand the complex relationship between poverty reduction and forest dependence. Data for more than 8000 households were collected between 2003 and 2009.

www.cifor.cgiar.org/pen

C. Tools/methods based on rights, livelihood security, and opportunities

The ‘BAG’: Basic Assessment Guide for Human Well-Being (Colfer et al. 1999)
The ‘BAG’ was developed by Carol Colfer and CIFOR colleagues in 1999 to assess the ‘sustainability’ of timber operations; it may be adapted for use in understanding impacts in REDD+. The ‘BAG’ focuses on understanding the effects of timber operations on local populations; it is combined with 2 other CIFOR toolkits focused on ecological functioning and forestry effects to make a 3-part toolbox for assessing timber operations’ ‘sustainability’, defined as ‘maintaining or enhancing human well-being and ecological functioning’. The ‘BAG’ outlines the following 3 principles: (1) forest management maintains or enhances fair intergenerational access to resources and economic benefits; (2) concerned stakeholders have acknowledged rights and means to manage forests cooperatively and equitably; and (3) the health of forest actors, culture and the forest is acceptable to all stakeholders. To assess adherence to each principle, the ‘BAG’ outlines criteria and indicators and identifies particular tools that could be used in the assessment. It also proposes use of a ‘Who Counts Matrix’ as well as focus groups to identify relevant stakeholders at the outset. The tools also guide users in scoring the principles, which is done on a 10-point scale, with weighting to reflect varying importance of the different principles.
'The BAG' has 2 companion pieces: (1) 'The Grab Bag', which outlines supplementary methods and (2) 'The Scoring and Analysis Guide', which explains how to systematise qualitative judgements and apply simplified quantitative data analysis methods, assuming use of Excel and SPSS.


Household livelihood security assessments: a toolkit for practitioners (CARE 2002)
The authors define 'household livelihood security assessments' (HLSA) as a type of rapid rural appraisal or participatory rural appraisal that embraces a rights-based approach and uses multidisciplinary analysis to 'enhance understanding about local livelihood systems...and important differences among types of households and among members within households'. It does this by disaggregating data by groups (ethnicity, gender, economic or social status, age, etc.) in order to understand differences in access to goods and services, control over resources, the division of labour, the exercise of rights, capital accumulation, vulnerability and marginalisation and the distribution of political and economic power. The manual's list of possible uses of the HLSA does not acknowledge use for project/programme impact assessment (the focus is instead on understanding conditions before and during the project and building support for CARE projects). However, repeated use of the methods in the manual could be useful for low-cost impact assessments in REDD+, particularly where there is interest in understanding food security, vulnerability and marginalisation issues.

The manual outlines steps and numerous tools for the pre-assessment, assessment and analysis phases. The pre-assessment consists of reviewing secondary data, identifying vulnerable groups and creating livelihood security profiles. The assessment phase involves collecting qualitative and quantitative data on livelihood systems and well-being as well as causal data (e.g. the factors leading to vulnerability). A triangulation of methods is proposed for collecting these data: household surveys, focus groups, key informant interviews, wealth ranking, participatory mapping, etc. Guidance is provided on both random and purposeful sampling strategies, as well as on survey team selection and training. In addition, the manual presents a variety of methods for analysing the data, including Opportunities Analysis, Gender Analysis, Institutional Analysis and Benefit–Harm Analysis.


D. Tools/methods suitable for retrospective analysis

Strengthening the evaluation of programme effectiveness through reconstructing baseline data (Bamberger 2009)
Recognising that lack of pre-project data is a persistent problem for impact evaluation, Bamberger outlines various quantitative, qualitative and mixed-methods techniques that the evaluator can employ to 'reconstruct' pre-project (baseline) data. Options include using secondary data, such as the World Bank Living Standards Measurement Study (LSMS) surveys (see entry in Section II(B)), the recall method, or interviews with key informants or focus groups. The article also presents the following methods for reconstructing baseline data for the comparison (control) group: propensity score matching, judgemental matching, pipeline
3. Perceptions of land use and land use change

International Forestry Resources and Institutions (IFRI)
The International Forestry Resources and Institutions (IFRI) research programme has been collecting data on forest governance and institutions since 1992. Their resources provide an excellent starting point for developing questionnaires focused on local institutions, collective action and forest condition. The IFRI protocols involve guidance on how to sample representative forest plots and how to collect biophysical data on forest condition and forest degradation. IFRI also involves qualitative assessments of deforestation and forest degradation by stakeholder groups ranging from village members to forest officials.
http://sitemaker.umich.edu/ifri/resources

Other sources
Caviglia-Harris, J.L. and Harris, D.W. 2008 Integrating survey and remote sensing data to analyze land use at a fine scale: insights from agricultural households in the Brazilian Amazon. International Regional Science Review 31: 115–137.

Participatory impact assessment: a guide for practitioners (Catley et al. 2007)
See Section 1.C.

Stages of Progress (Krishna 2005)
See Section 2.A.

Most significant change (Davies and Dart 2005)
The ‘most significant change’ technique is a qualitative, participatory method that may be suitable for cases where resources are limited and there are no pre-project data. The technique involves collecting ‘stories of significant change’ through multiple methods: evaluators can write down unsolicited stories that they have heard, conduct and document interviews, facilitate and document group discussions and/or ask people to write down their stories. The ‘most significant’ stories are then selected according to the following process. First, in a group, respondents read their stories. Second, the group discusses which stories should be selected. Third, the group decides which stories are the ‘most significant’ (this could be done via voting by ballot, publicly scoring stories or iterative voting). Finally, the reasons for the group’s selection are recorded. Following these participatory steps are ‘verification of stories, quantification, secondary analysis and meta-monitoring’.

Key references
Rick Davies’ most significant change website: http://mande.co.uk/special-issues/most-significant-change-msc/.
UNICEF India’s Most Significant Change website: http://www.mostsignificantchange.org/.

comparison group, internal comparison group and intensity score analysis, post-test cross-sectional project/comparison group design and cluster analysis.

a reforestation Clean Development Mechanism project. Mitigation and Adaptation Strategies for Global Change 12: 1341–1362.

4. Drivers of deforestation and degradation

A complex web of economic and institutional forces drives deforestation and degradation. The forces driving land use change vary from landscape to landscape, change over time and are often difficult to identify. The question of what drives deforestation and degradation has thus motivated significant research as well as fierce debate. Understanding what drives forest loss in a given landscape is a necessity for designing effective conservation interventions and developing theories of change for projects and impact evaluations. This section provides a list of recent reviews on deforestation and degradation drivers, as well as a small selection of literature on drivers in some of the key REDD+ regions.

A. Syntheses and reviews


B. The Amazon


C. Central America


D. Southeast Asia


E. South Asia


F. The Congo Basin


G. West Africa


5. Measuring forest carbon in REDD+

The parallel literature on measuring forest carbon outcomes is clearly relevant to this guide’s focus on understanding how REDD+ affects local livelihoods. The large literature on establishing deforestation/degradation reference emission levels (RELs) and addressing leakage in REDD+, as well as the literature on predicting land use change through agent-based modelling and other methods, can inform the development of counterfactual scenarios for both social and ecological outcomes in impact evaluations. Further, to understand synergies and trade-offs between the forest carbon and welfare impacts of REDD+ and to further our knowledge about joint production and feedback loops in complex socio-ecological systems, evaluations will need to ensure that social and deforestation/degradation reference scenarios are established in tandem. This section provides a small sample of references on these topics, highlighting sources from both the academic literature and certification standards.

A. Best practice guides

GOFC-GOLD 2009 A sourcebook of methods and procedures for monitoring and reporting anthropogenic greenhouse gas emissions and removals caused by deforestation, gains and losses of carbon stocks in forests remaining forests and forestation. http://www.gofc-gold.uni-jena.de/redd/.


B. Establishing deforestation and degradation counterfactuals

1. Reference emission levels (RELs) at the national level: Competing proposals and debates


2. RELs at the project or subnational level: Criticism and debate


3. RELs at the project/subnational level: Methodologies from certification standards


Voluntary Carbon Standard Methodologies:

- Approved: http://www.v-c-s.org/vcsmethodologies.html.
4. Approaches from the academic literature


a. Agent-based modelling


C. Leakage

1. Addressing leakage at national and international levels


2. Addressing leakage at the project level: Methodologies from certification standards

Voluntary Carbon Standard Methodologies:
- Approved: http://www.v-c-s.org/vcsmethodologies.html.
Annex C. About the technical guidelines and survey instruments

CIFOR’s Global Comparative Study on REDD+ (GCS-REDD) includes a rigorous evaluation of the social and biophysical impacts of REDD+ pilot projects. The materials described in this annex are the core of the study’s social impact evaluation instruments. The questionnaires and technical guidelines that accompany these materials are international public goods. As such, they are available to members of the scientific, donor, non-government and civil society organisation, conservation organisation and forest user communities. The materials include a variety of questionnaires created to elicit information in a nested structure designed to evaluate the process of establishing REDD+ and the outcome of introducing REDD+ incentives. This annex provides a short description of each of the survey instruments and points users to the relevant sections of the technical guidelines.

The technical guidelines form a dynamic document that will be updated as CIFOR’s GCS-REDD progresses. For this reason, we refer users to particular sections of the technical guidelines, but not to specific page numbers (see Table C.1). We review each of the survey instruments in turn, starting with the project level and narrowing to the household level. Also contained in the technical guidelines is a great deal of information central to the study of REDD+, including:

• background information on CIFOR, REDD+ and the GCS-REDD (Section 2 of the technical guidelines);
• essential elements of GCS-REDD research design including the research problem (Section 3.1), the conceptual framework of effectiveness, efficiency, equity and co-benefits (3E+) (Section 3.2), the goal of the research (Section 3.3), specific research questions (Section 3.4), an operational definition of REDD+ (Section 3.5), an overview of the Before–After/Control–Intervention (BACI) research design (Section 3.6), evaluation of implementation and impact (Section 3.7), an overview of the intensive and extensive dimensions of the research (Section 3.8), issues related to measuring and monitoring carbon emissions (Section 3.9) and a description of how countries were selected for the GCS-REDD (Section 3.10);
• tips on how to successfully carry out field research, including guidance on maintaining independence from project proponents (Section 5.4), on ensuring the anonymity of respondents and confidentiality (Section 5.5) and on principles of good field research (Section 5.7);
• organisational aspects of the GCS-REDD including an organigram (Section 3.14) and a timetable for implementing the GCS-REDD (Section 3.17); and
• plans for impact-oriented outputs and dissemination (Sections 3.15 and 3.16).
### Table C.1: Overview of GCS-REDD research instruments and technical guidelines

<table>
<thead>
<tr>
<th>Survey instrument</th>
<th>Description</th>
<th>Relevant sections of technical guidelines</th>
</tr>
</thead>
</table>
| Proponent appraisal                            | The proponent appraisal is designed to:                                                                                                                                                                                                                                   | 3.11 Project selection  
|                                                | • serve as an initial reconnaissance exercise to plan the rest of the research at a specific project site;  
|                                                | • identify all stakeholders who should be interviewed;  
|                                                | • identify which elements of the project are in the design phase, which are underway and which have been completed;  
|                                                | • collect basic information on the project and project site which cannot be collected from secondary sources or by telephone;  
|                                                | • collect village information to enable the selection of a sample of villages for CIFOR’s research.                                                                                                                                                                         | 4.8 Proponent appraisal  
|                                                | 5.2 Memorandum of cooperation  
|                                                | 5.9 How to fill out survey forms  
|                                                | 5.10 Use of codes  
|                                                | 5.11 How to conduct research on tenure  
|                                                | 8.2 Forest land use categories  
|                                                | 8.3 Agricultural land use categories  
|                                                | 8.4 Other land use categories  
|                                                | Annex 5 Instructions for the proponent appraisal form                                                                                                                            | 4.17 Survey of project implementation  
|                                                | 5.11 How to conduct research on tenure                                                                                                                                            | 5.11 How to conduct research on tenure                                                                 |
| Survey of project implementation (SPI)         | The SPI is used to:                                                                                                                                                                                                                                                         | 3.11 Project selection  
|                                                | • characterise and record details of project implementation;  
|                                                | • identify stakeholders:  
|                                                |   - all major stakeholders bearing implementation and opportunity costs in the project as a whole and in study villages;  
|                                                |   - stakeholder group(s) expected to bear the greatest proportion of opportunity costs, that is, the group expected to forego the land use that would provide the greatest total profits in the project area under counterfactual conditions;  
|                                                |   - quantify the total project implementation costs to date;  
|                                                |   - (In extensive sites, the GCS-REDD will rely on the total official budget for implementation, whereas in intensive sites, we will also seek information on significant in-kind contributions not included in that official budget.)  
|                                                | • disaggregate implementation costs:  
|                                                |   - estimate the percentages of implementation costs to date dedicated to (i) FPIC and (ii) MRV;  
|                                                |   - estimate the percentage of implementation costs to date dedicated to the study villages. (In intensive sites only, the GCS-REDD will estimate current profits from land use in the study villages earned by actors that are (1) not resident in the village (and therefore did not participate in the household or village survey) and (2) likely to have to make substantial changes in their land use as a result of the project.)  
|                                                | • assess perceptions of REDD+ by multiple proponents and other stakeholders.                                                                                                                                                                                                 |
### Survey instrument | Description | Relevant sections of technical guidelines
--- | --- | ---
Largeholder questionnaire | The largeholder questionnaire is used at each intensive site when large landholders are likely to bear the greatest opportunity cost due to REDD+. This is the group that is likely to forego the most profits from ‘business as usual’ land use due to changes in land use induced by the REDD+ project. At many sites, this ‘stakeholder group’ includes just a few entities that manage large areas for highly profitable commercial uses (e.g. 1-2 timber or oil palm concessions). However, at several sites in Brazil, this group includes a substantial number of large commercial farmers/ranchers. | 4.13 Largeholder questionnaire 5.9 How to fill out survey forms 5.10 Use of codes 5.11 How to conduct research on tenure 8.2 Forest land use categories 8.3 Agricultural land use categories 8.4 Other land use categories
Village questionnaire | The village questionnaire is the main tool for obtaining data about intervention and control villages in intensive project sites, and about intervention villages in extensive project sites. Sections 1–5 are completed using secondary sources or through consultation with village officials and key informants. These sections cover: 1. basic information on demography, settlement and infrastructure; 2. village institutions and forest use regulations and rules; 3. wages and prices; 4. development projects/income to the village; and 5. village land tenure and use. Sections 6–10 are completed based on information gathered during a village meeting. These sections cover: 1. basic information on livelihoods in the village and changes over time; 2. changes in forest area, quality and use; 3. views on tenure security over agricultural and forest resources; 4. perceptions on changes in well-being; and 5. village knowledge and involvement in REDD+. | 3.12 Village selection 4.14 Village mapping exercise 4.15 Village questionnaire 5.7 One and two year recall method 5.8 How to record responses in a group interview 5.9 How to fill out survey forms 5.10 Use of codes 5.11 How to conduct research on tenure 8.2 Forest land use categories 8.3 Agricultural land use categories 8.4 Other land use categories

If no spatial information is available for study villages, or if village boundaries are undefined, a brief village mapping exercise is conducted. The village mapping exercise is designed to get a rough spatial estimation of village boundaries. This information is used to link the survey information to land cover change analyses in study villages through the use of satellite imagery. Where shapefiles are available for study villages, there is no need to conduct the village mapping exercise: the spatial data would simply need to be compiled to submit to staff at CIFOR headquarters, along with the database.
<table>
<thead>
<tr>
<th>Survey instrument</th>
<th>Description</th>
<th>Relevant sections of technical guidelines</th>
</tr>
</thead>
</table>
| Village appraisal       | The purpose of the village appraisal form is to gather village-level data to help guide selection of intervention and control villages for the BACI analysis in intensive research sites. Village Selection Variables (VSVs) (one for each question in the form) will serve as the basis for identifying intervention and control villages that are similar to each other. The more similar they are to each other, the greater our assurance that differences between intervention and control villages in the ‘before’ and ‘after’ periods are attributable to REDD+ and not to something else. The use of the village appraisal form is closely linked to the use of exercise 27 in the proponent appraisal form. | 3.12 Village selection  
4.9 Village appraisal  
5.9 How to fill out survey forms  
5.10 Use of codes  
8.1 Technical definition of a household  
Annex 1 Instructions for village appraisal form  
Annex 2 Village appraisal form |
| Women’s questionnaire   | The women’s questionnaire has 3 purposes. First, it is an instrument that enables women to have a voice as respondents in this study. Second, it is a way to obtain data that are specific to the experience and knowledge of women. Third, it supplies information that compares the livelihood activities and outlooks of women and men. The women’s questionnaire is composed of four sections:  
1. women’s livelihoods in the village and changes over time;  
2. women’s participation in village decisions;  
3. perception of changes in women’s well-being; and  
4. women’s knowledge of and involvement in REDD+. | 4.16 Women’s questionnaire  
5.7 One and two year recall method  
5.8 How to record responses in a group interview  
5.9 How to fill out survey forms  
5.10 Use of codes  
5.11 How to conduct research on tenure  
8.2 Forest land use categories  
8.3 Agricultural land use categories  
8.4 Other land use categories |
| Household questionnaire | The household questionnaire is the only instrument in the GCS-REDD for obtaining household-level data. It is our key means of getting in-depth knowledge in intensive sites, and our main entry point for gathering socio-economic data in the BACI approach. The main functions of the household questionnaire are to:  
- measure the potential effect of REDD+ on household well-being, based on objective metrics (livelihood, assets, income over 12 months) and subjective metrics (perceived well-being status, reasons for change among those who experience change);  
- measure the potential effect of REDD+ on land and resource use at the household level; and  
- gather household knowledge of and involvement in the process of establishing and implementing REDD+. Successful implementation of the household questionnaire depends on thorough understanding and mastery of the 1- and 2-year recall method. | 4.11 Obtaining or creating a list of households  
4.12 Household questionnaire  
5.7 One and two year recall method  
5.9 How to fill out survey forms  
5.10 Use of codes  
5.11 How to conduct research on tenure  
7.1 How to conduct a random sample of households  
8.1 Technical definition of a household  
8.2 Forest land use categories  
8.3 Agricultural land use categories  
8.4 Other land use categories |
<table>
<thead>
<tr>
<th>Survey instrument</th>
<th>Description</th>
<th>Relevant sections of technical guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale of housing materials form</td>
<td>The scale of housing materials is a form used to determine a village-specific scale of the value (low, medium, high) of materials used in the construction of houses in the village. The specific purpose of this scale is to serve as the source of codes for answering Table 2C in the household survey questionnaire. The information gathered in Table 2C will serve as one of the indicators of the relative well-being of households in the village.</td>
<td>4.10 Scale of housing materials Annex 6 Scale of housing materials form</td>
</tr>
</tbody>
</table>
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